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ABSTRACT
A composite Web service combines multiple, logically interrelated services for creating more common services meeting complex requirements from users. The services participating in a composition coordinate the actions of distributed activity using Web services protocols to reach consistent agreement on the outcome of joint operation. However, as services run over unreliable protocols, there is a great chance that services fail due to the failure of protocols. However, current protocol standards provide fault-tolerance but are limited to backward recovery using expensive compensation and roll-back strategies. This paper gives an extension of the existing Web services business activity (WS-BA) protocol to deal with failures using forward recovery approach. A set of common failure types affecting the execution of component services is identified, and recovery solutions for each identified failure are also presented. The fault-handling extension of the WS-BA protocol implements recovery solutions for each of the identified failures to handle failures at runtime. Another important aspect about which the WS-BA protocol specification is unclear is reaching and notifying consistent outcome on the completion of joint work. This study extends the WS-BA protocol to notify consistent outcome reached by all participating services. The implementation and testing of the framework are performed using the model-checking and verification tool UPPAAL. A well-known application example supports the study. The key properties of the framework, like the execution of corresponding recovery actions in cases of failures and reaching a consistent agreement on the outcome of joint operation, are verified.

INDEX TERMS
Web services, fault handling, forward recovery, model-checking, transaction protocols.

I. INTRODUCTION
A Web service is a software application that encapsulates logic and performs a specific task using the Internet [1]. With the growing use of the Internet, Web services have gained much popularity, and nowadays, most of the service demands from users are being answered through the Web [2]–[3]. In general, one single service has relatively simple functionality, and in many cases, a single service on its own is not sufficient to perform a complex task independently; for example, a travel reservation task may require booking of an air-ticket, a hotel room, and a taxi to fulfill a reservation request. In such a case, multiple services are combined into a single service to perform that task jointly and in an agreed-upon manner [4]. The process of aggregating multiple services into a single service is called composition and is facilitated using service-oriented architecture (SOA) standards. Among these standards, Web services coordination and agreement (WS-C&A) protocols allow multiple services to coordinate the actions of activities that require to reach a consistent and agreed-upon outcome [5]–[7]. However, like other communication protocols, Web services protocols also suffer from errors and failures during execution [8]–[9]. In addition to that, current protocol standards are limited to backward recovery and handle failures using strict roll-back and compensation strategies [10]–[11]. This makes current protocol standards very expensive and time-consuming processes, specifically for applications that run for longer durations. Due to the extensive use of Web services in IoT (Internet of Things), AI (Artificial Intelligence), and other sensitive and mission-critical applications, Web services are required to be highly reliable even in cases of failures. This paper provides a fault-tolerant framework for composite Web services by implementing fault-tolerance in Web services...
business activity (WS-BA) protocol based on forward recovery approach. The WS-BA protocol is designed to allow independent services to join in common activities which run for a longer duration and require to reach a consistent outcome [7]. However, in its current settings, WS-BA protocol deals with failures using compensating actions in backward recovery fashion; that is, in case of a failure of a participant service, the effects of previously completed tasks are undone (or reverted). This paper provides an extension of the WS-BA protocol to deal with failures using forward recovery approach. In this approach, when a failure occurs during the execution of a service, its corresponding recovery action is invoked to recover from that failure rather than starting the operation all over again or reverting the effects of previously completed tasks. Compensation or strict roll-back is a severe issue with services that run for longer durations, usually lasting for days or weeks [12]. To conduct this study, we identify common failure types affecting the execution of composed Web services. Moreover, recovery actions for each of the identified failures are also identified. The fault-handling extension of the WS-BA protocol implements proposed recovery solutions against each of the specified failures types to diagnose and handle failures at runtime. To simplify the development process and satisfy varying application requirements, exception handling logic is separately implemented from the actual business logic. Another key issue tackled in this study is to reach and notify consistent outcome on the completion of joint work about which the BA protocol specification is not precise. The implementation and testing of the framework are performed using the model-checking and verification tool UPPAAL [13]. A well-known travel reservation scenario supports the study. The key properties of the system like execution of corresponding recovery solutions in cases of failures and reaching a consistent outcome on the completion of joint operation, are verified.

The remainder of the paper is organized as follows: Section II gives a brief review of related work. An overview of the WS-BA protocol is presented in section III. Following that, section IV presents proposed extensions to the existing WS-BA protocol and gives details of the proposed fault-tolerant framework. Failures common to Web services and recovery solutions are provided in Section V. Section VI presents supporting application example. Implementation of the framework and verification results are provided in Section VII. Finally, Section VIII presents the conclusion of the work and gives directions for future work.

II. RELATED WORK
Web services have gained much popularity in recent years because of their extensive use in IoT, mobile, AI, and cloud applications. Gartner, Inc., the world’s leading research and advisory company, has identified Web services as the most prominent area in its “Top 10 Strategic Technology Trends for 2018” when integrated with other technologies like AI, mobile, and cloud [14]. Forbes, another world-leading company, predicted that by 2020, 80% of companies would provide services to their customers enriched with the latest tools and technologies [15]. On the one hand, the use of Web services is on the rise; on the other hand, it is becoming a challenging task for the researchers to provide and maintain the reliability of Web applications [16]. The failure of Web services is a real issue that occurs due to many reasons like the failure of a resource, error in underlying service logic, failure of communication protocols, and so on [17]–[18]. The failure of services may result in services downtime or complete failure leading to a situation ranging from simple inconvenience to a significant financial or monetary loss, or even the loss of human lives. Due to the increasing use of Web services in important, sensitive, and mission-critical applications, Web services are required to be highly reliable even in cases of failures [19]–[21]. However, as services run over unreliable protocols and communicate beyond organizational boundaries in heterogeneous environments, Web services are vulnerable to a wide variety of failures than traditional software. Efforts to provide fault-free services at the application level have received much attention. However, due to the complexity of the problem, little emphasis has been given to providing fault-tolerance at the level of protocols, especially at the level of Web services protocols [22]. Moreover, current protocol standards are limited to backward recovery and deal with failures using compensation and roll-back strategies, which is a time-consuming and expensive process, especially when services are designed to run for longer durations [23]–[24]. To provide fault-tolerance in Web services protocols, Yang and Liu [25] propose an extension of the existing WS-BA protocol by incorporating flexible compensation to deal with failures. The flexible compensation is used to satisfy various requirements from different applications as the existing standard is too fixed to deal with varying application requirements. In a similar approach, Schäfer et al. [26] provide an extension of WS-BA protocol which allows replacement of failed services with alternative services using compensation mechanisms. Some researchers employed exception handling strategies to realize the backward recovery; for example, Liu et al. [9] present a framework named FACTS for fault-tolerance of transactional composite services. The framework incorporates exception handling and transaction techniques to improve the fault tolerance of composite Web services. Initially, a set of high-level exception handling strategies are identified, and after that, a specification module is designed to help service designers build the correct logic for fault handling. Finally, a module is devised to automatically implement fault-handling logic in WS-BPEL. In another effort, Cardinale et al. [27] propose a framework for fault-tolerant execution of transactional composite services. Relying on compensation protocol, the framework deals with failures using replacement strategy in forward recovery fashion; that is, when a component service encounters a failure, that service is replaced with an alternate service having equivalent functionality. However, the paper lacks information on which failures-types and which recovery actions can be considered. Furthermore,
the separation concepts have also been overlooked; for e.g., if the same framework is to be used with different applications with varying requirements, then how it would fit in that environment is unclear. In our case, we implement fault-handler as a separate process (from the normal business process) which can be used with different application examples. Zeng et al. [28] present a policy-driven approach to exception handling for composite Web services. In this approach, exception handling logic is separately implemented than the normal business logic. The authors argue that the separation of concerns significantly reduces the process development time and gives the flexibility to be used with different application environments. In all the above works, the main property of reaching consistent agreement on the outcome of the joint operation is missed. In this paper, we verify that the failures of participant services are dealt by executing corresponding recovery actions automatically and verify the important property of reaching and notifying the consistent outcome of the joint operation.

III. WEB SERVICES BUSINESS ACTIVITY PROTOCOL

Built on the top of WS-Coordination [5], WS-BA protocol coordinates the actions of long-running distributed applications, which require reaching consistent outcome [7]. As shown in Fig. 1, the protocol defines two roles for the exchange of messages between the participating services: Coordinator and Participant. A composite service registers with the Coordinator role of the protocol, whereas component services register with the Participant role of the protocol for communication. As shown in the abstract diagram of the protocol in Fig. 2, when a Participant service encounters a failure or is not able to complete its work, it sends a Fail message to the Coordinator service and changes its state from Completing to Failing. The Coordinator service, upon receipt of the Fail message, sends Compensate message to all other participant services to undo their completed work. This is a severe issue with the current settings of WS-BA protocol that it does not provide any remedy to deal with failures rather than to compensate in backward recovery fashion. The compensation action results in the loss of precious work that has already been completed in the long-running environment. Moreover, the protocol specification is also not precise on the overall outcome of the joint operation, whether it should be committed or aborted. We provide extensions to the WS-BA protocol by implementing a fault-handler to deal with failures in forward recovery fashion. Furthermore, the key property of reaching a consistent decision on the completion of joint operation has also been considered. The details of the proposed extensions of WS-BA protocols are provided in the section to follow.

IV. FAULT-TOLERANCE FRAMEWORK

As discussed previously, in a composite environment, multiple services register for Web services protocols to participate in activities whose completion requires consistent outcome. Fig. 3 shows a scenario in which WS-BA protocol is extended with a Fault-handler. The Fault-handler implements a pool of recovery actions to deal with common failure-types occurring in participant Web services. If a participating service encounters a failure, the type of the failure is communicated to the Fault-handler using the protocol instance of the participant service. The Fault-handler, in turn identifies the type of failure and invokes corresponding recovery action from the pool to resolve that failure, see Fig. 4 and 5. The resolution of failure is communicated to the protocol instance of the participating service so that the remaining computation can be completed. The details of each of the components of the Fault-handler are given below.

A. COMPONENTS OF FAULT-HANDLER

As shown in Fig. 5, the Fault-handler deals with failures in the following two phases:

1) FAULT DIAGNOSIS

When a participant service encounters a failure, the type of failure is communicated to the Fault-handler using the protocol instance of the service with which it registers. In its first phase, the Fault-handler diagnosis and identifies the type
of failure that has occurred at participant Web service so that its corresponding recovery action can be executed to recover from that failure.

2) FAULT RESOLUTION

In the next phase, the corresponding recovery action for the identified failure is executed. For each of the failure-type, we implement a corresponding recovery routine. In cases when a single recovery action is unable to resolve a failure, a combination of different recovery actions is executed (see, Sec. V). After the failure has been resolved, the protocol completes the remaining execution in the usual order as defined in the protocol specification.

V. WEB SERVICES FAILURES AND RECOVERY STRATEGIES

A. WEB SERVICES FAILURES

Web services, like other software components, suffer from errors and failures from development to execution. Additionally, as Web services run over unreliable protocols under heterogeneous environment they are more susceptible to failures than their traditional counterparts [29]–[31]. Among all fault-types Web services suffer from, we consider participant services failures which occur when services are invoked through Web services protocols. Participant fault-types are classified into system (or physical) faults, inconsistent (or logical) faults, and interaction faults.

- System faults include all fault classes which affect hardware. System faults occur due to the failure of hardware (hosting server crash), software (operating system, database, error, or malicious attack), or communication infrastructure (network). In all the above cases, services become unavailable. For example, flight and hotel services may be unavailable due to hardware, software, or network failures.

- Inconsistent faults occur when the interface or ontology of the service is changed (or updated), but the users are unaware of corresponding changes. In some other cases, the service interface is changed, but the process (logic) is not updated accordingly. For example, in the case of flight service, a user tries to book two air tickets, but only one (or no) ticket is available at that time.

- Interaction faults are all operational or external level faults that arise when services are actually executed. These fault types are further classified into QoS (Quality of Service) and Time-out faults.
  - QoS exceptions are raised when a partner service completes, but execution results do not adhere to the predefined values. For example, the expected operation completion time is 12 seconds, but the actual operation took 20 seconds to complete.
  - Time-out faults occur when the service is overloaded to process too many requests simultaneously. For example, too many requests for grabbing a cheap ticket may overload the booking service. This may result in excessive delays (time-outs) at the requester’s end or even in the unavailability of the service.

B. RECOVERY STRATEGIES

A recovery solution lets the service operate correctly even in a case of failure. Specific to our application requirements, Table 1 gives details of the most common recovery solutions for Web services [8], [9]. The recovery solutions provided
TABLE 1. Recovery strategies.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skip(s)</td>
<td>The action specifies that service is not needed to execute due to such reasons as to comply with cost and time constraints. Only the execution of those services is skipped which do not affect the primary goal of the overall computation. Generally, successor services of the faulty service are skipped to execute in order to meet the QoS aspect of the overall computation.</td>
<td>skip (getSalesInfo) meaning to skip getSalesInfo service.</td>
</tr>
<tr>
<td>Retry(S,n)</td>
<td>It re-executes the faulty service to a specific number of times or until the service completes successfully. This action is used to recover from temporary faults caused by hardware, software, or network.</td>
<td>Retry(bookFlight, 3) meaning to invoke bookFlight service to a maximum three times.</td>
</tr>
<tr>
<td>RetryUntil(s,n,duration)</td>
<td>With addition of time-based re-invocation of the faulty service, this strategy is an extension of the ‘Retry’ strategy. Under this action, a faulty service is re-invoked to a specific number of times, with each re-invocation constrained to a particular time stamp.</td>
<td>RetryUntil (bookFlight, 3, 10) meaning to re-invoke bookFlight service to a maximum three times with each re-invocation to take place after ten time-stamps.</td>
</tr>
<tr>
<td>Wait (S, deadline)</td>
<td>This strategy delays the execution of a service to a specified duration of time.</td>
<td>Wait (bookFlight, 8:00) meaning to invoke bookFlight service at 8 o’clock.</td>
</tr>
<tr>
<td>Alternate (s1,s2)</td>
<td>When a particular service fails, its functionally-equivalent service is called to perform the task. Alternative action invokes different services instead of the same service.</td>
<td>Alternate (bookFlight, bookTrain) meaning to invoke bookTrain service as an alternate of bookFlight service.</td>
</tr>
</tbody>
</table>

TABLE 2. Failures and corresponding recovery actions.

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>Recovery Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>Wait, Retry, RetryUntil, Alternate</td>
</tr>
<tr>
<td>Inconsistent</td>
<td>Wait, Retry, RetryUntil, Alternate</td>
</tr>
<tr>
<td>QoS</td>
<td>Ignore, Skip</td>
</tr>
<tr>
<td>Time-out</td>
<td>Skip, Wait, Retry, RetryUntil, Alternate</td>
</tr>
</tbody>
</table>

Notably, the order in which recovery actions execute is essential from the implementation point of view. For our implementation, the execution order of proposed recovery actions is given in Fig. 6. This means that, Wait strategy is followed by the Retry strategy which in turn is followed by the RetryUntil and Alternate strategies. Furthermore, we also consider that Skip action cannot be used in combination with any other strategies; that is, once the execution of any service is skipped, it cannot be re-invoked again.

VI. TRAVEL RESERVATION PROCESS

Implementation of the framework is supported by a well-known travel reservation example [34]. As shown in Fig. 7, the Travel agent service is implemented as a composite service, and all other services are implemented as component (or participant) services. All services register with a separate instance of the WS-BA protocol for communication and reaching a consistent outcome. Initially, the Client service sends a reservation request to the Travel agent (TA) service. The TA service, in turn, sends the request to the Airline, Attraction, and Hotel services. The Compute-Distance service computes the distance between the Attraction and Hotel services, and if the distance between the two services is greater than 5km, the Car service is invoked; else, Bike service is invoked. The Shop service is implemented as an optional service to test the QoS aspect of the overall reservation task. The reservation task is considered a joint task participated in by all services to reach a consistent and agreed-upon outcome.

VII. FRAMEWORK MODELLING AND VERIFICATION

A. UPPAAL MODELLING

The framework is implemented using the model-checking and verification tool UPPAAL [13]. For the implementation purpose, the following assumptions are set:
• All the services shown in Fig. 7, register and communicate using a separate instance of the WS-BA protocol.
• Travel agent service is considered the composite service and registers using the protocol’s coordinator role for communication with component services.
• All other services register and communicate with composite service using the Participant role of the protocol.
• Failures are introduced in the Travel agent, Flight, and Hotel services such that Flight service may encounter service unavailability, seat unavailability, and time-out failures. Hotel service may suffer from service unavailability and time-out failures, whereas the Travel agent service implements QoS requirements.
• Shop service is considered an optional service and is used to test the QoS requirement of the overall reservation process.

Furthermore, to recover from failures following assumptions are made:

• Service unavailability and time-out failures are dealt using Wait, Retry, RetryUntil, and Alternate strategies.
• Seats Unavailability is handled using Alternate strategy and,
• QoS requirement is met using Skip strategy.

Rest of the services Client, Attraction, Compute-Distance, Car, Bike, and Shop, are considered fault-free services. Table 3 shows failure-types and corresponding recovery solutions considered for implementation.

1) TRAVEL AGENT SERVICE
The UPPAAL model of the underlying logic of the Travel agent service is shown in Fig. 8.

• Travel agent service is implemented as a composite service and is responsible for invoking all participant services to fulfil the reservation request.
• The service also implements the QoS requirement of the reservation task, i.e., if the overall task takes longer to complete, then the execution of optional Shop service is skipped. QoS is implemented as a global variable of type integer initialized to 0. With each retry of Flight and Hotel services, it is incremented by a one-time unit, and if the QoS value of the overall reservation task is greater than 5 time units, execution of optional Shop service is skipped.
• After all the services complete execution, the Travel agent notifies the decision to the Client service.

2) FLIGHT SERVICE
Given the UPPAAAL model in Fig. 9, Flight service may encounter service unavailability, seat unavailability, and time-out failures.

• Service unavailability is dealt with using Retry recovery action.
• Each retry is constrained (time-out period) to take place after 3 timestamps implemented using the wait variable in the Fault-handler (see, Fig. 11).
• The maximum number of retries is set to 3 tries.
If the maximum number of retries fails, the service is considered to have a dormant fault, and the Fault-handler calls the alternate service (Train service in our case).

In case if retry is successful, one of the following two conditions happen:
- Either seat may be available and reserved for the Client (SEATS_AVAILABLE--), or,
- Seat may not be available to represent inconsistent failure. The unavailability of a seat is communicated to the Fault-handler using the seat_unavailable! action, which in turn executes the Alternate strategy.

3) HOTEL SERVICE
The UPPAAL model of the Hotel service is shown in Fig. 10. The Hotel service encounters either service unavailability or time-out failures.

- Service unavailability is handled using Retry recovery solution.
- Each retry is constrained (time-out period) to take place after 3 timestamps implemented using the wait variable in the Fault-handler (see, Fig. 11)
- The maximum number of retries is set to 3 tries.
- It is assumed that after the maximum number of retries, service resolves temporary fault and makes a room reservation (ROOMS_AVAILABLE--).

4) FAULT-HANDLER SERVICE
Fault-handler is responsible for identifying the type of failure and invoking a corresponding recovery solution at the failed service. As shown in the UPPAAL model of the Fault-handler in Fig. 11, the identification of a failure is implemented using the function diagnose(fault_type), the code of which is shown below:

```c
void diagnose(FaultType ftype) {
    int n; int f_type[ALL_FAULTS];
    for(n=0; n<ALL_FAULTS; n++)
        if (ftype==f_type[n])
            fault_type=f_type[n];
}
```

After receiving the failure information, the Fault-handler identifies the type of failure from the pool of failures.
implemented as an array \( f_{\text{type}}[\text{ALL_FAULTS}] \). If the received failure type matches a failure in the pool, the corresponding recovery action is invoked. As shown in Fig. 11, fault types 0, 1, and 2 represent flight unavailable, seats unavailable, and hotel unavailable faults, respectively. In case if Flight and Hotel services are unavailable, Retry recovery action is called at the participant service. Each retry is constrained to take place after 3 time-units implemented using the wait variable of type int initialized to 0. The maximum number of retries (MAX_TRIES) is constrained to 3 retries. In the case of Flight service, after the maximum number of retries expires \( (\text{tries} > \text{MAX_TRIES}) \), the service is considered to have a dormant fault, and the Fault-handler calls the alternate service (Train service in our case). For the Hotel service, after the maximum number of retries, the service resolves the unavailable service fault, and the room is reserved for the client. After the failures are resolved, Fault-handler notifies it to the protocol instance of the corresponding service so that the remaining execution can be completed.

5) WS-BA PROTOCOL
As mentioned earlier, all services participating in the reservation process communicate using an instance of the WS-BA protocol. Composite service (Travel agent in our case) communicates using the Coordinator role of the protocol, and all other services communicate using the Participant role of the protocol. The UPPAAL model of the Participant role of the protocol is shown in Fig. 12. When a participating service confronts to a fault, corresponding protocol instance records that failure-type using the instruction \( f_{\text{pc\_fault}} = f_{\text{fs\_fault\_type}} \). The protocol instance then calls the Fault-handler \( \text{call\_f\_handler!} \) for the resolution of failure by sending it the fault information \( (\text{fault\_type} = f_{\text{pc\_fault}}) \). After the fault has been resolved, the Fault-handler informs the protocol instance by sending it \( f_{\text{resolved}} \) message to indicate that the fault has been resolved. Another important aspect implemented in the protocol is to reach and notify the common agreement on the outcome of the joint work about which the WS-BA protocol specification is imprecise. This is implemented using a structure variable \( p_{\text{outcome}} \) as shown below:

\[
\text{typedef int}[0,2] \text{OutcomeP};
\text{const OutcomeP P_ABORTED = 1;}
\text{const OutcomeP P_COMMITTED = 2;}
\text{OutcomeP pOutcome;}
\]

We have considered two types of outcomes: \( P_{\text{COMMITTED}} \) referring to the successful completion of the work and \( P_{\text{ABORTED}} \) when the work does not complete successfully. This is an essential property of the WS-BA protocol by which the composed services reach a joint decision after the operation has been completed.

6) ATTRACTION, COMPUTE-DISTANCE, CAR, BIKE, SHOP AND TRAIN SERVICE
Attraction, Compute-Distance, Car, Bike, Shop and Train services are considered non-faulty services and contribute to completing common reservation tasks. Attraction service is a simple service that interacts with the Travel agent service. This service registers with a separate instance of WS-BA protocol to participate in the common reservation
<table>
<thead>
<tr>
<th>UPPAAL Property</th>
<th>Status</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>![image] f_handler(wait_F and f_handler.wait&gt;3)</td>
<td>Not Satisfied</td>
<td>There is never the case that the Fault-handler waits for more than 3 time units before calling “Retry” action. This means that a “Retry” action is called every 3 time units.</td>
</tr>
<tr>
<td>![image] f_handler.tries&gt;3 imply not(f_handler.F_RETRY)</td>
<td>Satisfied</td>
<td>It is always the case that after the maximum number of retries, Fault-handler never calls the “Retry” action for the Flight service.</td>
</tr>
<tr>
<td>![image] erratic_flight.F_FAULTED and erratic_flight.fs_fault==F_UNAVAILABLE imply erratic_flight.RETRY</td>
<td>Satisfied</td>
<td>If the Flight service reaches faulted-state by encountering flight unavailability failure, RETRY will be the next state reached by the Flight service.</td>
</tr>
<tr>
<td>![image] erratic_flight.F_FAULTED imply f_handler.CALL_REC_ACTION</td>
<td>Satisfied</td>
<td>Failure state reached by a Flight service will eventually be dealt by calling a recovery action at the Fault-handler</td>
</tr>
<tr>
<td>![image] erratic_flight.RETRY and f_handler.tries&gt;3 imply f_handler.CALL_ALT</td>
<td>Satisfied</td>
<td>When maximum retries for the availability of Flight service have elapsed, Fault-handler calls the alternate service.</td>
</tr>
<tr>
<td>![image] erratic_flight.S_FAULTED and erratic_flight.fs_fault==SEATS_UNAVAILABLE -&gt; f_handler.CALL_ALT</td>
<td>Satisfied</td>
<td>Seats unavailability failure of Flight service is dealt by calling the alternate service by the Fault-handler.</td>
</tr>
</tbody>
</table>

**Flight Service**

<table>
<thead>
<tr>
<th>UPPAAL Property</th>
<th>Status</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>![image] f_handler(WAIT_H and f_handler.wait&gt;3)</td>
<td>Satisfied</td>
<td>It is always the case that the Retry action on the Hotel service can only be called when the Fault-handler has already waited for 3 time units.</td>
</tr>
<tr>
<td>![image] erratic_hotel.H_FAULTED and erratic_hotel.hs_fault==H_UNAVAILABLE imply erratic_hotel.RETRY</td>
<td>Satisfied</td>
<td>Unavailability failure reached by the Hotel service will be followed by a situation where Retry action can be invoked.</td>
</tr>
<tr>
<td>![image] erratic_hotel.H_FAULTED and erratic_hotel.hs_fault==H_UNAVAILABLE imply erratic_hotel.RETRY</td>
<td>Satisfied</td>
<td>Unavailability of Hotel service is dealt by calling “Retry” action by the Fault-handler.</td>
</tr>
<tr>
<td>![image] f_handler.tries&lt;3 imply f_handler.H_RETRY</td>
<td>Satisfied</td>
<td>Until the maximum number of retries reaches, Fault-handler keeps retrying the Hotel service.</td>
</tr>
</tbody>
</table>

**Travel Agent Service**

<table>
<thead>
<tr>
<th>UPPAAL Property</th>
<th>Status</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>![image] QoS&lt;=5 imply ta_logic.CALL_SP</td>
<td>Satisfied</td>
<td>If the QoS value of overall process is less than 5 units, Shop service is executed.</td>
</tr>
<tr>
<td>![image] QoS&gt;=5 imply ta_logic.SKIP_SP</td>
<td>Satisfied</td>
<td>Shop service is skipped if the QoS value of the overall process is greater than 5 units.</td>
</tr>
<tr>
<td>![image] client.END and t_agent.READY and ta_logic.READY</td>
<td>Satisfied</td>
<td>Client’s request is completed and the Travel agent is ready to receive a new request.</td>
</tr>
</tbody>
</table>
A liveness property guarantees that a specific condition (something good) will eventually hold at some point. The UPPAAL formulation of this property is: $\text{A} p \text{E} p$, meaning “always eventually p”, stating that there is an execution path in the system behavior such that p (property) holds in some state of that execution path. In our specific case, the overall reservation process can reach a state where the QoS value may exceed the constrained time limit.

B. SYSTEM VERIFICATION

Verification of the implementation builds trust in the correctness of concepts developed during the implementation of the framework. The model is verified to check whether the qualitative requirements are satisfied or not. The essential requirements of the system like safety, reachability, and liveness are verified and formulated using UPPAAL query language (a subset of Computation Tree Logic [34]–[35]). The details of each of the identified requirements (properties) are given below:

1) SAFETY PROPERTIES

A safety property checks if a specific condition holds in all the states of the execution paths. Its UPPAAL formulation is: $\text{A} [ ] p$, i.e., “Always globally p”, which means that, for all executions paths p (property) holds in all the states of those paths. As our specific example, it is always the case that after the maximum number of re-tries elapses fault-handler never calls the retry action for the flight and hotel services.

2) REACHABILITY PROPERTIES

A reachability property amounts to check whether a specific condition holds in some state of the execution path of the system behavior. The UPPAAL formulation of this property is: $\text{E} <> p$, meaning “Exits eventually p”, stating that there is an execution path in the system behavior such that p (property) holds in some state of that execution path. In our specific case, the overall reservation process can reach a state where the QoS value may exceed the constrained time limit.

3) LIVENESS PROPERTIES

A liveness property guarantees that a specific condition (something good) will eventually hold at some point. The UPPAAL formulation of this property is: $\text{A}<> p$, i.e., “Always eventually p”, meaning that, for every execution path p (property) holds at least in one state of each path. Another form of liveness property is “leads to”, which is formulated using, $q -> p$, meaning that any execution path starting with a state in which $q$ holds, later reaches a state in which p also holds. For our reservation scenario, eventually, all roles involved in the reservation task reach their end-states, and the final outcome (committed or aborted) of the overall process is also decided. Table 4 gives UPPAAL formulation, status, and description of each of the verified properties. Moreover, Fig. 13 gives a summary of verification results for Flight, Hotel, and Travel agent services. The verification results show that the fault-handler successfully deals with all considered failure types encountered by the participant services. Furthermore, verification results given in Table 4 also prove that the property of reaching a consistent outcome on the completion of joint task also holds.

VIII. CONCLUSION AND FUTURE WORK

Web services business activity (WS-BA) protocol is designed to coordinate the actions of composite services to reach a common agreement on the outcome of joint operations. However, in its current settings, the BA protocol deals with failures using compensating actions in backward recovery fashion, which is an expensive and time-consuming process. This paper extends WS-BA protocol with Fault-handler to deal with failures using forward recovery approach. The Fault Fault-handler is implemented as a separate process to be used with varying requirements of different application examples. The Fault-handler implements a pool of recovery actions for each of the considered failure-types affecting the execution of participant services. The study is supported by the implementation of a well-known travel reservation example. The key properties of the system, like safety, reachability, and liveness have been verified using the model-checking and verification tool UPPAAL. Verification results prove that when a failure occurs during the execution of a participant service, its corresponding recovery action is invoked to recover from that failure to proceed further rather than to compensate or perform the operation all-over-again. In addition to that, the property of reaching a consistent agreement on the outcome of joint operation has also been verified. It is concluded that the introduction of a fault-tolerance mechanism in WS-BA protocol helps to detect and resolve failures at runtime to provide reliable services. Due to its basis on the forward
recovery approach, the proposed approach saves time and cost and builds trust to be used in sensitive and mission-critical applications.

A. FUTURE WORK

This study implements fault-handling actions for the participant role of the BA protocol with which the participant services register for communication with the composite service. However, there is a possibility that the coordinator (or composite) service itself fails. Due to the complexity of the model and the state-space explosion problem of the model-checker UPPAAL, we could not implement recovery actions for the composite (or coordinator) service. However, the model can be simplified to implement recovery solutions for the coordinator role of the protocol. Moreover, apart from different recovery actions and their combinations presented in the paper, few more actions and their combinations can also be suggested. Furthermore, which of the combinations are optimal for resolving the same type of failures and how to obtain them are questions that may be explored in detail.
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