An Affective Model of User Experience for Interactive Art
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ABSTRACT

The development of Affective Interface technologies makes it possible to envision a new generation of Digital Arts and Entertainment applications, in which interaction will be based directly on the analysis of user experience. In this paper, we describe an approach to the development of Multimodal Affective Interfaces that supports real-time analysis of user experience as part of an Augmented Reality Art installation. The system relies on a PAD dimensional model of emotion to support the fusion of affective modalities, each input modality being represented as a PAD vector. A further advantage of the PAD model is that it can support a representation of affective responses that relate to aesthetic impressions.

Categories and Subject Descriptors

H.5.1 [Information Interfaces and Presentation]: Multimedia Information Systems – augmented reality, evaluation.

General Terms

Theory, Design.
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1. INTRODUCTION

User experience in Digital Arts and Entertainment cannot be reduced to basic, primitive emotions. In order to capture the user’s affective state it is thus necessary to instantiate a sophisticated emotional model supporting the description of multiple states and the mapping between multiple categories. In turn, in order to instantiate such a model, we need to analyse users’ expressions through multiple modalities and proceed to the real-time fusion of each modality input.

Fusion of affective modalities differs significantly from multimodal fusion as traditionally described in Human-Computer Interaction [1]. Our approach to multimodal affective fusion shares some of the problems of traditional multimodal fusion, such as the integration of affective data over time in an appropriate fashion (temporal fusion). On the other hand, a specific issue with affective multimodality concerns the relationship between individual modalities and their complementarity. Here the objective is not so much to reconstruct a “message” as to produce a single representation of affective input.

2. PAD MODEL AND INTERACTIVE ART

We are using Mehrabian’s Pleasure-Arousal-Dominance (PAD) model [2] as a basis for an affective model of user experience. The PAD model measures emotional tendencies and response along three dimensions: pleasure-displeasure, corresponding to cognitive evaluative judgements; arousal-nonarousal to levels of alertness and physical activity; and dominance-submissiveness to the feeling of control and influence over others and surroundings. These three dimensions are sufficient for a general description of emotions that differentiates separate basic-emotion categories, and are able to distinguish between emotions that more common two-dimensional models conflate (e.g., anger vs. fear).

The continuous nature of this dimensional model is appealing, as it allows us to model intermediate states of affect that may not have an a priori label/categorisation. We use this model both for the interpretation of interactions of the users (affective input), but also to aggregate and integrate such input over time to represent the affective nature of user experience. Figure 1 shows a 3D representation of the affective space of the model, and our interpretation of the affective user input as a vector within that...
space. As interaction progresses this vector traces out a path (the dotted line) in the affective space that represents the overall user experience, and which controls the dynamic properties of the artwork.

The continuous nature of the dimensions of this model will support fusion using analytical techniques. User input is analysed semantically for affective meaning, which is expressed in terms of the PAD dimensions. We can also utilise other underlying models of emotion that multimodal inputs employ.

We can map two-factor Valence-Arousal models (such as that underlying the circumplex model [3]) to Pleasure and Arousal dimensions, and also unipolar scales such as that underlying PANAS [4] (which can be mapped to two-factor bipolar models, as described in [5]).

Mehrabian [6] relates how reactive behavioural tendencies can be expressed in terms of PAD values, which supports the idea of mapping interpretation of interactions during an interactive experience to a PAD representation. In addition, the PAD model has already been used to assess user opinions and experience in the design of websites [7,8], and as the basis for computer-based agents that generate affective responses, which could applied to entertainment applications such as games [9,10].

3. E-TREE ARTWORK

E-Tree consists of a virtual tree which grows and branches in a naturalistic manner, from an initial cluster of small shoots to a larger, many-branched tree with tapering boughs and coloured leaves. The installation utilises a marker-driven Augmented Reality system, the ARToolkit, [11,12,13] that displays the naturalistic tree situated in the environment of the participants, following a “magic mirror” [14,15] paradigm for AR, using a 30” monitor.

The visual appearance of the E-Tree, a naturalistic tree structure, is defined by an L-system [16], and its growth is governed by rules that are modulated by the output of the Multimodal Affective interface. The artistic brief requires the E-tree to react to the spectators’ affective response, perceived through: i) their interactions with the installation (e.g. manipulation of the AR marker serving as the E-tree base, spoken utterances aimed at the E-tree), ii) interactions between spectators (e.g. comments about the E-tree between spectators participating together), and iii) spontaneous reactions of spectators (e.g. face orientation and motion). The growth and branching of the tree serve to record a history of the user experience, as it changes over time. The “emotional” aspect of the E-tree is thus that it grows in a way that reflects its perception of the user response.

The speed of growth and branching of the tree are determined by Pleasure and Arousal, with negative values producing a small, stunted tree, and positive values producing a taller, bushier structure. The Dominance value determines the thickness of the branches and the size of the leaves. This is relating semantic aspects of affective description to naturalistic metaphors, as decided by the collaborating artist (MB). The colour of the leaves is also determined by a combination of Pleasure and Arousal. The effect of this is shown in figure 2.

4. MULTIMODAL AFFECTIVE FUSION

There are two stages to our fusion approach. First, the output(s) of each input modality are mapped to a vector of PAD values. Secondly the PAD values for all modalities are combined to give a single PAD value, a point in the affective model space, which characterises the overall “mood” of an interactive experience.

Russell [17] characterises the placement of emotion terms in the circumplex model as vectors from the neutral state, and the intensity of the emotion the length the vector. We treat points in the PAD model space in the same way, so that points around the edge of the space represent intense emotions, while points closer to the centre are more neutral.
Each modality is represented a vector in the PAD space, with the direction indicating the emotional classification and the length representing the relative intensity of the emotion further weighted by a confidence score for the accuracy of recognition. For affective modalities that produce discrete output, such as emotional classification of speech utterances, such classifiers are mapped to an appropriate PAD vector.

The resulting affective state is calculated adding vectors from each modality. An example is shown in Figure 3. The red and blue vectors represent two modalities, both indicating generally positive affect. The black vector is the addition of these two vectors, representing the overall effect. The two modalities reinforce each other, so the resulting vector displays a greater intensity.

4.1 Temporal Fusion
Affective Multimodal fusion shares with traditional multimodality the need for temporal fusion. The PAD vector representing the resulting affective state is calculated by summing the vectors for all modalities. However, the combined PAD vector is not immediately used to interpret user experience, but is combined with previous values for smoother state transitions. Over time, the vector will trace paths through the PAD model space as the resulting affective vector is modulated by on-going affective inputs, as shown in Figure 1 above. The change in PAD vector is conceptualised as a vector between the points in the PAD space representing the old and new values. This is the direction in which the affective state is moving, and the length of this vector is the speed. We use this vector and the time since the last PAD update to determine the absolute change in PAD values.

Our PAD vector model of Multimodal Affective fusion provides a unified solution for the mapping of individual modalities, their fusion (including temporal fusion) and the exploration of complex affective states for which categorical models may not exist.

4.2 Mapping Modalities to PAD
We have derived methods of mapping a variety of modalities to PAD vectors. While the actual PAD values are specific to the implementations of affective components we are using and tailored to our example interactive artwork, we posit that these methods are applicable to alternative implementations as well as additional modalities.

As the first stage to incorporate aesthetic elements of the user experience we incorporate a higher-order modality of interest, which also has a PAD vector mapping in order to be integrated as an affective input, mapped to the Pleasure and Dominance elements, as we characterise interest as being independent of positive/negative judgements.

4.2.1 Speech Input
There are a number of modalities that can be derived from spoken input, such as affective interpretation of vocal features, speech understanding, and categorisation of paralinguistic speech. We have implemented PAD mapping for an emotional speech classifier and a keyword-spotting system. In our installation, speech is elicited by having spectators interact with the installation in pairs, which prompts them to comment to each other about the system, as they explore its behaviour.

Speech can be analysed for affective features, such as prosody, pitch, energy and speed and trained to sort utterances into categories where these features are clustered. We aim to match such categories to points in the PAD model space. Our speech classifier [18] has been trained with the categories PositiveActive, Neutral and NegativePassive, based on the theory of positive and negative affect (as used in the PANAS scales), and as mentioned earlier, a PANAS based model of affect can be mapped to a two-factor bipolar model. We apply that approach, mapping PositiveActive to a vector that is positive in the pleasure and arousal dimensions, NegativePassive to a vector that is negative in the pleasure and arousal dimensions, and Neutral to the zero vector.

Speech can also be analysed on a semantic level, and we use a keyword spotting system to recognise a predefined set of keywords and keyphrases from speech utterances, independent of speaker, which we sort into semantic categories, such as speed or approval. Each category has a unit PAD vector, which is scaled by the relative intensity of the meaning of the utterance. For example, in the category Speed, the PAD vector is along the Arousal dimensional axis (as the arousal dimension is derived from activity), and scaled as follows: 

STOPPED(−0.6) < SLOW(−0.3) < FAST(0.3) < RAPID(0.5)

4.2.2 Video Analysis
There is also a variety of video analysis that can produce affective output such as recognition of Ekmanian facial expressions, gestures and full-body movements. In e-Tree, video is used to capture users’ attitudes and interest, through face orientation, distance to the installation and average movements. We utilise a simple, but fairly robust face-tracking system that produces face detection and localisation, facial geometry information as well as an indication of optical flow. A representation of the optical flow of two moving faces in a video image is shown in Figure 4.

As optical flow measures movement, we interpret optical flow signals as indication of arousal. More flow indicates higher levels of arousal. We smooth the measurement of flow by taking a moving average. We combine multi-directional movement into a single optical flow vector, the magnitude of which gives us a value for the amount of movement in the video frame, and thus the level of arousal.

Figure 3. PAD vector summation.
When the two modalities are opposed, the addition of their vectors results in an overall vector of small magnitude, indicating a more neutral resulting affective state. This provides a way to reconcile conflicting emotional classifications from different modalities, without incurring the risk of arbitrary disambiguation.
We consider that the more people are looking at the artwork the greater the level of interest is. Faces are tracked frame-to-frame and if a new face appears and stays in approximately the same place, it is detected as a new person and produces an increase in interest. If a face is lost for more than 10 consecutive frames it produces a decrease in interest decrease is produced, under the assumption that a person has left the frame.

We consider that the more people are looking at the artwork the greater the level of interest is. Faces are tracked frame-to-frame and if a new face appears and stays in approximately the same place, it is detected as a new person and produces an increase in interest. If a face is lost for more than 10 consecutive frames it produces a decrease in interest decrease is produced, under the assumption that a person has left the frame.

5. CONCLUSIONS
Capturing user experience in a principled way is a major challenge for Digital Arts and Entertainment applications. Categories of user experience constitute a sophisticated form of affective categories, whose exploration is still at an early stage. Dimensional models have been previously mapped to existing affective categories, but could also be used to assist in the definition of novel states describing more complex user experiences. Popper, in his theorization of digital arts has suggested that in interactive digital installations, the interaction itself was a major component of a digital artwork’s aesthetics [18]. In that sense being able to capture the affective content of interaction could be a way to gain insight into the specific aesthetic experience and even in the long-term to address it more directly to design more engaging installations. The approach we have introduced offers a promising framework for this exploration: whilst some of its components, such as PAD mapping, still maintain an empirical element, its principles are generic enough to be adapted to a wide range of interactive systems in support of the exploration of user experience.
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