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Abstract 

Nonlinear active noise control (NANC) systems employing Volterra filter suffer from 

the stability issues in the presence of impulsive noise. To solve this problem, we combine the 

second-order Volterra (SOV) filter and maximum correntropy criterion (MCC) in this paper. 

The Volterra filter-x maximum correntropy criterion (VFxMCC) algorithm and Volterra 

filter-x recursive maximum correntropy (VFxRMC) algorithm are applied to reduce the 

impulsive noise of NANC. We find that VFxMCC algorithm has a low computational 

complexity and VFxRMC algorithm converges fast. In order to extract their advantages, we 

further propose a hybrid algorithm based on the VFxMCC and VFxRMC algorithms. In 

addition, the normalize step-size version of VFxMCC (VFxnMCC) algorithm is developed to 

improve the robustness and performance. Meanwhile, we adaptively adjust the kernel size of 

MCC online based on the sample variance of reference signal to improve the performance of 

the proposed algorithms. Simulation results in the context of nonlinear active impulsive noise 

control demonstrate that the proposed algorithms achieve much better performance than the 

existing algorithms in various noise environments. 
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1. Introduction 

Active noise control (ANC) is based on the superposition principle of the primary noise 

source and secondary source with their acoustic outputs being the same amplitude but having 

opposite phase [1-3]. The ANC system based on the filter-x least mean square (FxLMS) 

algorithm provides a satisfactory level of performance in linear system with Gaussian noise 

[4, 5]. However, the primary paths always tend to be non-linear [6, 7] and the main noise is 

non-Gaussian noise in practice. As a common non-Gaussian noise, the impulsive noise is a 

signal that contains unwanted, almost instantaneous and abrupt mutations. In order to 

improve the robustness of non-linear ANC (NANC) in the case where the reference noise is 

impulsive noise, many studies have been done in the past [8-13]. In 2004, Das et al. 

developed a new filtered-s LMS (FsLMS) algorithm using a single-layer functional linked 

artificial neural network (FLANN) as a controller for NANC [12]. Tan et al. proposed an 

adaptive Volterra FxLMS (VFxLMS) algorithm [11] based on a multichannel structure for 

feedforward nonlinear active noise control. The Volterra filter is composed of multiple orders, 

and the input signal is expanded by each order using different mathematical methods, 

resulting in a high computational complexity of the Volterra-based algorithms. Due to the 

bottleneck of calculation, second-order Volterra (SOV) filters are often used in practical 

applications. In addition, several computationally efficient Volterra filters were developed by 

using the different structures for the NANC systems [14, 15]. In 2012, George et al. 

developed a robust filtered-s LMS (RFsLMS)  NANC algorithm[10]. In addition, a 

Volterra filter-x with continuous least mean lp-norm using logarithmic cost (VFxlogCLMP) 

algorithm was proposed by Lu et al. to improve the stability in the impulsive noise 

environment [16].  

Recently, the information entropy (IE) method was applied to the active noise control 

system for the impulsive noise and good results were achieved [17-20] . Correntropy of IE 

is a nonlinear and local similarity measure between two arbitrary scalar random variables. 

The maximum correntropy criterion (MCC), aiming at maximizing the similarity of primary 

noise and secondary noise, can effectively improve the robustness of ANC. Nikhil et al. 

developed a correntropy based algorithm, which improves the robustness of NANC system 
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for non-Gaussian reference noise signals [19]. In 2017, Lu et al. proposed a filtered-x 

recursive maximum correntropy (FxRMC) algorithm based on MCC to reduce the effect of 

impulsive noise[18]. 

In this paper, we proposed nonlinear adaptive algorithms based on second-order Volterra 

expansion model and MCC, which is called the VFxMCC and VFxRMC algorithms. The 

proposed algorithms have great potential used in a wide range of applications involving 

impulsive noise in NANC. Similar to the LMS-based algorithms [21, 22], the VFxMCC 

algorithm uses the gradient descent theory to update the weight vector. Moreover, the weight 

coefficient updating mode of VFxRMC algorithm is parallel to the recursive least square 

(RLS) based algorithms [23-25]. In order to further improve algorithm performance, we use 

the VFxRMC algorithm to update the 1st-order SOV filter coefficient and the 2nd-order 

SOV filter coefficient is updated by VFxMCC algorithm, which is called the hybrid 

(HVFx-RMC-MCC) algorithm. The proposed hybrid algorithm has a low computational 

complexity and fast convergence. In particular, our main contributions are depicted as the 

following points:  

1. The proposed NANC algorithms can work effectively with impulsive non-Gaussian 

noise in non-linear system, while lots of existing algorithms are only applicable to 

impulsive noise linear systems or Gaussian noise non-linear systems. 

2. The normalized step-size VFxMCC (VFxnMCC) is developed to improve the robustness 

of algorithm by adjusting the step-size with the estimate of input signal power. 

Moreover, we independently choose the different step-size to update each Volterra filter 

weight vector. 

3. As the MCC kernel size has a great effect on the performance of MCC-based algorithms 

[18], we estimate the sample variance of reference noise to adjust the MCC kernel size of 

the proposed algorithms motivated by the thumb rule [26] of MCC kernel size selection. 

In addition, we set a threshold for MCC kernel size to enhance the robustness. 

4. The proposed hybrid algorithm has a lower computational burden than the VFxRMC 

algorithm, and converges faster than the VFxnMCC algorithm, which is one of the 

main innovations of this article. 
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The rest of the paper is organized as follows: Section 2 briefly introduces preliminary 

work of Volterra filter and MCC. The proposed algorithms in this paper are presented in 

Section 3. Section 4 describes the analysis of proposed algorithms, including the convergence 

and computational complexity. The simulations studies are carried out to evaluate the 

performance of the three proposed algorithms in Section 5. Finally, Section 6 presents the 

discussion and conclusion of this work. 

2. The theory of Volterra filter and MCC 

2.1 Volterra filter of NANC 

 

Fig.1 The block diagram using Volterra expansion for NANC 

It is well-known that Volterra filters have an excellent performance in noise reduction 

of NANC. The block diagram using Volterra filter for NANC is shown in Fig.1. In addition, 

P(z) denotes the transfer function of the primary path from the noise source to the 

cancellation point; Similarly, the transfer function of the secondary path ( path from the 

controller output to the cancellation point ) is represented by S(z), and its estimate ˆ( )S z  is 

assumed to be the same. x(n) is the reference noise measured by the reference microphone, 

and the residual noise e(n) is picked up by the error microphone. Furthermore, the reference 
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noise x(n) is expanded by Volterra filter to get the total input signal X(n) of ANCA. ( )pX n  

denotes the P
th

 order filter expanded input signal, where P represents the order of Volterra 

filter [11]. For secondary-order Volterra filter, P takes a value of 1 or 2. The input signals 

can be written as 
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1 2( ) [ ( ), ( )],X n X n X n  (3) 

where n represents the time index and L is the length of the reference noise x(n). Obviously, 

the dimensions of 1( )X n  and 2 ( )X n  are 1 L and 1 M . It is noted that 

( 1) / 2M L L  . ( )pW n  is the Pth order filter adaptive weight vector, and it can be 

expressed as 
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1 2( ) [ ( ), ( )].W n W n W n  (6) 

W(n) denotes the total SOV filter adaptive weight vector. The dimension of 1( )W n  is 1 L , 

and the dimension of 2 ( )W n  is 1 M . By using the second-order Volterra expansion, the 

output of adaptive nonlinear controller y(n) can be written as 

1 -1 -1

1

0

( ) ( ) ( )
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L- L L

2

i=0 i= j=i

y n =W n X n
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In addition, the residual noise is given by 
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( ) ( ) ( )* ( );e n d n s n y n   (8) 

d(n) denotes the desired signal in cancellation point. In traditional NANC systems, the most 

common weight updating strategy is based on the gradient descent method that minimizes 

mean square error (MSE). Therefore, the weight updating rule of VFxLMS [11] algorithm is 

given by  

( 1) ( ) 2 ( ) ( )W n+ =W n X n e n   (9) 

where the signal vector ( )X n  contains all filtered signal elements corresponding to all 

input elements in X(n). It can be obtained as 

ˆ( ) ( )* ( ),X n X n s n   (10) 

where * indicates convolution.  

2.2 MCC 

Correntropy is a nonlinear and local similarity measure between two arbitrary scalar 

random variables   and  . Then, it can be defined by [17] .  

,( , ) [ ( )] ( , ) ( , )V E K K f d d                (11) 

where ( , )K   is a Gaussian kernel. , ( , )f    is the joint probability density function 

of   and  . The commonly used Gaussian kernel ( , )K   [27] is defined as    

2

2

1 ( )
( ) exp( ),

22
K
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where   denotes the kernel size. In practice, we cannot obtain the joint probability density 

function. Therefore, a finite number of data 1{(( ))}N

i i i    are available, leading to the 

sample estimator of correntropy [28] 

2

2
1

1 1 ( )ˆ( ) ( ) exp( ).
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N

i i
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  (13) 

MCC expects a maximum value of correntropy and describes the correlation between 

  and  . As   , MCC obtains the maximum value. Therefore, a larger value of 
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correntropy indicates a higher similarity between the two random signals [17] . 

3. The idea of the proposed algorithms 

3.1 A brief of the VFxnMCC algorithm 

When it comes to active noise control, we always expect a small residual noise. As we 

can see, the residual noise e(n) is equal to the difference between the desired signal d(n) and 

output signal y(n). Based on the MCC, the cost function of the VFxMCC algorithm can be 

defined as 

2 2 2

2 2 2
1 1

( ( ) ( )) ( ) ( )ˆ( , ) exp( ) exp( ) exp( )
2 2 2

N N

n

i i

d i y i e i e n
V D Y

 


       

  
   (14) 

The weight updating rule using gradient ascent approach can be written as 

( 1) ( ) ;nW n W n      (15) 

In addition, the gradient of the cost function is given by  

2

2

( )
( ) ( ) exp( );

2

n
n

e n
e n X n
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 (16) 

We defined 
2

2

( )
( ) exp( )

2

e n
Q n  


 and get the weight updating rule of the VFxMCC 

algorithm as  

( ) ( ) ( ) ( ) ( ).W n+1 =W n X n e n Q n   (17) 

 is the step-size of VFxMCC algorithm which can seriously affect the weight updating 

rule [29]. What is more, the filter weight vector W(n) of SOV filter is combined by two 

layers of weight vectors ( )pW n . Therefore, we can choose different   for the updating 

rule of each filter weight vector independently. Finally, the weight updating of proposed 

algorithm VFxMCC can be rewritten as  

( 1) ( ) ( ) ( ) ( );p p pW n W n e n X n Q n     (18) 

The value of the step-size p  is related to the input signal power of Volterra filter. To 

improve the robustness, the normalized step-size version of VFxnMCC (VFxnMCC) is 
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developed, which is to take the time-varying p . The step-size is no longer fixed but 

changes with the on-line power estimation of the input signal [30]. In addition, we use the 

sliding rectangular window method to estimate the input signal power. In addition, the 

length pL  of the window is equal to the input signal length. This means 1L L and 2L M . 

The power estimation can be defined as 

1

2

0

( )= ( ) [ ( ) ( )];
pL

T

p p p

m

P n x n m X n X n





    (19) 

Then, the time-varying step-size can be written as 
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p T
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n
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 (20) 

Finally, the weight updating of VFxnMCC algorithm can be expressed as  

( 1) ( ) ( ) ( ) ( ) ( );p p p pW n W n n e n X n Q n     (21) 

3.2 A brief of the VFxRMC algorithm 

We take the similar cost function in VFxnMCC algorithm to combine Volterra filter 

and MCC with RLS-based updating mode. Therefore, the cost function of VFxRMC 

algorithm is defined as 
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i
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where 1      is the forgetting factor. The gradient of the cost function can be given 

by 
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Previous researchers [18] have given the RLS-based updating mode of MCC applied to 

active noise control. Then, we can summarize the VFxRMC algorithm as follows 
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( 1) ( ) ( ) ( ),p p pW n W n G n e n    (26) 

where )pG n  is the gain vector of P
th

 order filter. ( )p nP  is the inverse of the correlation 

matrix. What is more, we can get that the dimension of 1( )nP  is L L  and the dimension 

of 2 ( )nP  is M M . And, the dimension of )pG n  is the same as the filter expanded signal 

)pX n . Therefore, we can conclude that their dimensions depend on the length of the input 

signal. The length of input signal becomes longer after Volterra filter expansion leading to a 

greater computational burden of VFxRMC algorithm. Nevertheless, the VFxRMC has a 

very fast convergence rate, which is a significant characteristic of ANC in practice. 

 

Fig.2 The block diagram of HVFx-MCC-RMC algorithm 

3.3 The proposed hybrid algorithm 

The proposed hybrid algorithm is shown in Fig.2. We use the VFxRMC algorithm to 

update the 1st-order filter coefficient 1( )W n , while the 2nd-order filter coefficient ( )2W n  is 

updated by VFxnMCC algorithm. Therefore, the weight updating of hybrid 

HVFx-MCC-RMC algorithm can be obtained by 
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1 1 1 1( 1) ( ) ( ) ( ) ( ) ( )W n W n n e n X n Q n    ， (27) 

2 2 2( 1) ( ) ( ) ( )W n W n G n e n   ；  

In the secondary-order Volterra filter, the length of the 1st-order input signal ( )1X n  is 

L, and the 2nd-order is M. Due to the short length of input signal ( )1X n , the computational 

complexity gain caused by the VFxRMC algorithm in 1st-order filter is little and acceptable. 

In this way, the hybrid algorithm has a lower computational burden than the VFxRMC 

algorithm, and converges faster than the VFxnMCC algorithm. We will carefully analyze 

and compare the computational complexity of the proposed algorithms. In addition, the 

simulation test will show the performance of the proposed algorithms. 

3.4 Adaptive Gaussian kernel size of MCC-based algorithms 

As shown in Fig. 3, the cost function of MCC-based algorithms changes with diverse 

kernel size. MCC belongs to a kind of probability density estimation method, and the 

Gaussian kernel size can affect the estimation accuracy [17]. The probability density of the 

reference signals in ANC changes randomly, resulting in the need of a time-varying kernel 

size.  

The kernel size is a free parameter that must be chosen by the user using the concepts 

of density estimation [17]. A thumb rule [26] was proposed by Silveman to estimate kernel 

size which is expressed as follows:  

1/54
ˆ( )

3n
    (28) 

2 2

1

1
ˆ

1

L

i

i

x Lx
L




   

  (29) 

where ̂  denotes the signal sample variance. Motivated by the thumb rule, we recursively 

update the kernel size based on the sample variance, which can be given by 

2 2 ˆ( 1) ( ) (1 )n n          (30) 

where  1      is close to 1, and ̂  is the sample variance of the reference signal 

x(n) of ANC. Obviously, the size of 
2 ( )n  is proportional to the value of reference sample 
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variance. As the heavy impulsive reference may cause a large size of 
2 ( )n , it will weaken 

the stability of algorithm. Therefore, it is necessary to set a threshold   for 
2 ( )n , which 

can be defined as  

2 ( )n    (31) 

where   is found based on the actual situation. 

 Finally, the ( )Q n  of weight vector in the adaptive VFxnMCC (A-VFxnMCC) ，the 

adaptive VFxRMC (A-VFxRMC) and the adaptive HVFx-MCC-RMC 

(A-HVFx-MCC-RMC) algorithms can be rewritten as 

2

2

( )
( ) exp( );

2 ( )

e n
Q n

n
   (32) 

 

Fig.3. The cost functions with different 2 . 

4. Analysis of the proposed algorithms  

4.1 Mean convergence of A-VFxnMCC algorithm 
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0
ˆ ( ) ( ).p p pW n W W n   (33) 

We can combine Eqs. (21) and (33) to get 
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2
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e n
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Like [10], we assume ( )n as the expectation of the squared Euclidean norm i.e. 
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 (35) 

For the purpose of the stability and convergence, ( 1)n   should be less than ( )n . 

Besides, we consider ˆ( ) ( ) ( )T

p pe n X n W n . Hence, the bounds for p  are obtained as 

2

2

2

( )
{exp( )}

2 ( )

p
e n

E
n

  




  (36) 

4.2 Mean convergence of A-VFxRMC algorithm  

We can combine Eqs. (26) and (33) to get 

( ) ( ) ( 1)
ˆ ˆ( 1) ( ) ( );

( ) ( ) ( 1) ( )

p p

p p T

p p p

Q n X n P n
W n W n e n

Q n X n P n X n

 
  

   
  (37) 

Taking expectation of both sides of absolute value in Eq. (37), it can be rewritten as 

   
( ) ( ) ( 1) ( )

ˆ ˆ( 1) ( ) 1
( ) ( ) ( 1) ( )

T

p p p

p p T

p p p

Q n X n n X n
E W n E W n E

Q n X n n X n

   
   

     

P

P
，  (38) 

assuming ˆ( ) ( ) ( )T

p pe n X n W n . To ensure the stability and convergence,  ˆ ( 1)pE W n   

should be less than  ˆ ( )pE W n . Therefore, the weight vector in the A-VFxRMC algorithm 

converges if and only if 
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( ) ( ) ( 1) ( )
0 1

( ) ( ) ( 1) ( )

T

p p p

T

p p p

Q n X n n X n
E

Q n X n n X n

   
  

     

P

P
  (39) 

Hence, the mean weight vector of the A-VFxRMC algorithm is convergent when the input 

signal is persistently exciting [31]. 

4.3 Computational complexity analysis  

The computational complexity of algorithms can seriously affect the performance of 

noise reduction. In practical applications, the ANC system needs to meet the real-time and 

fast computation performance. Large computational complexity not only increases the 

requirements on the hardware system but also affects the system convergence rate. 

The summary of the A-VFxnMCC and A-VFxRMC algorithms is given in Tables 1 and 

2. The computational complexity for the adaptive filters is summarized in Table 3.  

Table 1 

Summary of A-VFxnMCC algorithm 

Eq.’s Operations 

(1).  ( ) ( )* ( );X n s n X n   

(2).  ( ) ( ) ( );Ty n X n W n  

(3).  ( ) ( ) ( );e n d n y n   

(4).  
1

1
;

L

i

i

x x
L 

   

(5).  
2 2

1

1
ˆ

1

L

i

i

x Lx
L 

    

  

(6).  
2 2 ˆ( 1) ( ) (1 ) ;n n         

(7).  

2

2

( )
( 1) ( ) ( ) ( ) ( ) exp( );

2 ( )
p p p p

e n
W n W n n e n X n

n
    


 

(8).  
( )

( ) ;
( ) ( )

p

p T

p p

n
n

X n X n


 

 
 

Table 2 

Summary of A-VFxRMC algorithm 

Eq.’s Operations 
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(1).  ( ) ( )* ( );X n s n X n   

(2).  ( ) ( ) ( );Ty n X n W n  

(3).  ( ) ( ) ( );e n d n y n   

(4).  
1

1
;

L

i

i

x x
L 

   

(5).  
2 2

1

1
ˆ

1

L

i

i

x Lx
L 

    

  

(6).  
2 2 ˆ( 1) ( ) (1 ) ;n n         

(7).  

2

2

( )
( ) exp( );

2 ( )

e n
Q n

n
 


 

(8).  
( ) ( ) ( 1)

) ;
( ) ( ) ( 1) ( )

p p

p T

p p p

Q n X n n
G n

Q n X n n X n 

 
 

  

P

P
 

(9).  
1 1( ) ( 1) ( ) ( ) ( 1);T

p p p p pn n G n X n n      P P P  

(10).  ( 1) ( ) ( ) ( );p p pW n W n G n e n    

As we can see in the Table 3, the computational complexity of LMS-based (VFxLMS, 

A-VFxnMCC) algorithms is similar and low, while the A-VFxRMC has a heavy 

computation burden. What is more, the computational complexity of A-HVFx-RMC-MCC 

algorithm is much lower than that of A-VFxRMC algorithm, since L is much shorter than 

M. 

Table 3  

Computational complexity of the algorithms for ANC. 

Algorithms Multiplications Additions/Subtractions 
Divisio

ns 

Exponential 

operations 

VFxLMS 3( ) 2M L   3( ) 2M L   2  - 

A-VFxnMCC 3( ) 6M L   3 5 2M L   5  1 

A-VFxRMC 

2 24( ) 5( ) 2M L M L   

 

2 23( ) 6 8 6M L M L   

 

8  1 
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A-HVFx-RMC

-MCC 
24 5 3 5L L M    23 5 3L M   6  1 

Note: 

L  denotes the length of 1( )X n , and, M  is the length of 2 ( )X n  

5. Simulation results 

We consider the impulsive noise with symmetric ɻ-stable ( )SaS  distribution. The SaS  

process has no closed probability density function expression, and can be described using 

the characteristic function [32] 

exp( ).n t


     (40) 

      is the characteristic exponent describing the impulsive signal level. A small 

value of   indicates a peaky and heavy tailed distribution with high outliers.  

A host of scholars have studied the nonlinear active noise control in the presence of 

impulsive noise such as the famous RFslms algorithm [10] . And the weight of this 

controller is given by 

2 2

( )
( 1) ( ) ( ) ( );

( ) 2

e n
W n W n n X n

e n



  


 (41) 

Next, we carry out the simulation to verify the effectiveness of the proposed algorithms 

in comparison with the VFxLMS, VFxlogCLMP [16], VFxlogLMS [33] and RFsLMS 

algorithms. The averaged noise reduction (ANR) is used to compare the performance of ANC, 

which is defined as  

( )
( ) 20log( ),

( )

e

d

A n
ANR n

A n
  (42) 

where  ( ) ( 1) 1 ( ) ,e eA n A n e n      ( ) ( 1) 1 ( )d dA n A n e n      . Note that     

is the forgetting factor. 
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Fig.4 Reference noise of experiment 1. case 1 (a) 1.7  , case 2 (b) 1.8  , 

case 3(c) 2.0  . 

5.1 Experiment 1: Non-minimum phase secondary path 

In this experiment, we use the reference noise ( )x n  having a S S  distribution with 

=1.7 and =1.8 . The primary path 
3 4 5( )= 0.3 0.2Q z z z z     is the modified FIR filter. 

We consider the secondary transfer function to be non-minimum phase as 

2 3 4( ) 1.5 .S z z z z      Fig. 4 shows the original reference noise of experiment 1. The 

detailed simulation results for the effects of step-size   on the relevant algorithms are 

presented in Fig. 5(a-f).  The selection of forgetting factor   on A-VFRMC algorithm is 

shown in Fig. 5(g). Similarly, the effects of threshold   of the proposed hybrid algorithm 

are displayed in Fig. 5(h). As we can see, the threshold value can affect the convergence rate 

and the stability of the proposed algorithm. The low value of threshold reduces the 

convergence rate, while the high value degenerates the stability. However, the precise choice 

of  is based on the actual condition. In this paper, the proposed hybrid algorithm performs 

best in Fig. 5(h) when we set the threshold =200 , and the other parameters for different 

algorithms are listed in Table 4.  
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Fig.5 The ANR curves for (a) VFxLMS algorithm, (b) VFxlogCLMP algorithm, (c) 

VFxlogLMS algorithm, (d) RFsLMS algorithm, (e-f) A-VFxnMCC algorithm,  

(g) A-VFxRMC algorithm, (h) A-HVFx-RMC-MCC algorithm. 

Fig. 6 shows the ANR learning curves of the three proposed MCC-based algorithms. 

As we can see, all of the developed algorithms are found to be stable for the impulsive noise 

with non-minimum phase secondary path in NANC. Both the A-VFxRMC and the hybrid 

HVFx-MCC-RMC algorithms converge faster than the A-VFxnMCC algorithm. With the 

similar convergence rate, the hybrid algorithm gives more robust result compared with the 

A-VFxRMC algorithm.  
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Fig.6 Performance comparison in an ANC system with minimum phase secondary path 

for impulsive noise condition. (a) 1.7  , (b) 1.8  . 

In addition, the computation time of the simulation relating to Fig. 6 is outlined in 

Table 5. It is seen that the elapsed time of A-VFxnMCC and hybrid HVFx-MCC-RMC 

algorithms is less than that of A-VxFRMC algorithms, confirming that the hybrid algorithm 

has the similar low computation burden with A-VFxnMCC. Furthermore, due to little 

difference of the ANR performance of all the developed algorithms, we will just use the 

hybrid HVFx-MCC-RMC algorithms to compare with the exiting algorithms in the 

following simulation experiments. 

Fig. 7 depicts the convergence curves of adaptive algorithms in ANC domain for the 

noise shown in Fig. 4. It can be seen that the VFxLMS algorithm diverges in all cases where 

the impulsive noise appears. Unsurprisingly, the results obtained from other algorithms are 
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always stable. The proposed hybrid HVFx-MCC-RMC and RFsLMS algorithms achieve a 

lower noise reduction than other algorithms with different noise. However, the proposed 

hybrid algorithm gives a fast convergence compared to RFsLMS algorithm.   

Table 4 

Initial parameters 

Algorithms Step-size Gaussian kernel 

VFxLMS ‘ ρÅ ψ -- 

VFxlogCLMP ‘ ρÅ ρ -- 

VFxlogLMS ‘ σÅ ρ -- 

RFsLMS ‘ ρÅ ς „=16 

A-VFxnMCC ‘ ρÅ ςȟ‘ ρὩ σ „=16(initial value) 

A-VFxRMC ‗ πȢωω „=16(initial value) 

A-HVFx-RMC-MCC ‘ ρὩ σȟ‗ πȢωω „=16(initial value) 
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Fig.7 Performance comparison in an ANC system with existed agorithms in Experiment 1. 

(a) 1.7  , (b) 1.8  , (c) 2.0  . 

Table 5 

The simulation computation time of experiment 1 

Algorithms Simulation computation time (s) 

 Case 1 Case 2 

A-VFxnMCC 1.563 1.562 

A-VFxRMC 3.853 3.535 

A-HVFx-RMC-MCC 1.924 1.834 
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5.2 Experiment 2: Non-minimum phase secondary path and nonlinear primary noise 

The previous section simulates the performance of multiple algorithms with the linear 

primary noise. In this experiment, we consider the primary path to be non-linear, and it can be 

given by 

2 3( ) ( 2) 0.04 ( 1),d n n n n            (43) 

where ( ) ( )n x n q n     , and ( )q n  is the impulse response of the primary transfer 

function 
3 4 5( )= 0.3 0.2Q z z z z    . 

The other parameters such as the step-size and the primary transfer function in this 

experiment are the same as the previous simulation. The reference noise and primary noise 

applied in this experiment are shown Fig.8. One can see that the presence of a nonlinear 

primary path can severely increase the noise magnitude. As shown in Fig.9, the traditional 

VFxLMS algorithm still diverges. The proposed hybrid algorithm achieves a faster 

convergence and lower noise reduction, which can further verify the effectiveness of the 

proposed algorithms. 

 

Fig.8. One of reference noise and primary noise in experiment 2. (a):reference noise, 

 (b): primary noise.  
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Fig.9 Performance comparison in an ANC system with existing agorithms in experiment 2. (a) 

1.7  , (b) 1.8  , (c) 2.0  . 

0 0.5 1 1.5 2

x 10
4

-10

-5

0

5

10

(a): Iterations

A
N

R
 (

d
b

)

 

 

VFxLMS

VFxlogCLMP

VFxlogLMS

RFsLMS

A-HVFx-MCC-RMC

0 0.5 1 1.5 2

x 10
4

-20

-15

-10

-5

0

(b): Iterations

A
N

R
 (

d
b

)

 

 

VFxLMS

VFxlogCLMP

VFxlogLMS

RFsLMS

A-HVFx-MCC-RMC

0 0.5 1 1.5 2

x 10
4

-20

-15

-10

-5

0

(c): Iterations

A
N

R
 (

d
b

)

 

 

VFxLMS

VFxlogCLMP

VFxlogLMS

RFsLMS

A-HVFx-MCC-RMC



 

25 

 

6. Conclusion 

In this paper, the new Volterra filter NANC algorithms based on MCC are proposed to 

improve the stability and robustness in the presence of impulsive noise. Both the VFxnMCC 

and VFxRMC algorithms can effectively reduce impulsive noise. However, the VFxnMCC 

algorithm converges slowly while VFxRMC algorithm has a high computational complexity. 

The further proposed hybrid algorithm has a lower computational complexity than the 

VFxRMC algorithm, and gives a faster convergence than the VFxnMCC algorithm. In this 

work, we adaptively adjust the kernel size of MCC-based algorithms proposed. To evaluate 

the performance of the proposed algorithms, the results from the proposed algorithms are 

compared with VFxLMS, RFslms, VFxlogLMS and VFxlogCLMP algorithms, and it 

clearly demonstrates that the proposed algorithms have a faster convergence speed and 

lower noise reduction capability than the existing algorithms. 
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