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Abstract
Dynamic multi-objective optimisation problem (DMOP) has brought a great challenge to the reinforcement learning (RL) research area due to its dynamic nature such as objective functions, constraints and problem parameters that may change over time. This study aims to identify the lacking in the existing benchmarks for multi-objective optimisation for the dynamic environment in the RL settings. Hence, a dynamic multi-objective testbed has been created which is a modified version of the conventional deep-sea treasure (DST) hunt testbed. This modified testbed fulfils the changing aspects of the dynamic environment in terms of the characteristics where the changes occur based on time. To the authors’ knowledge, this is the first dynamic multi-objective testbed for RL research, especially for deep reinforcement learning. In addition to that, a generic algorithm is proposed to solve the multi-objective optimisation problem in a dynamic constrained environment that maintains equilibrium by mapping different objectives simultaneously to provide the most compromised solution that closed to the true Pareto front (PF). As a proof of concept, the developed algorithm has been implemented to build an expert system for a real-world scenario using Markov decision process to identify the vulnerable zones based on water quality resilience in São Paulo, Brazil. The outcome of the implementation reveals that the proposed parity-Q deep Q network (PQDQN) algorithm is an efficient way to optimise the decision in a dynamic environment. Moreover, the result shows PQDQN algorithm performs better compared to the other state-of-the-art solutions both in the simulated and the real-world scenario.
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1. Introduction

Human life consists of various problems which are dynamic in nature. Each of them requires different steps to be followed to make a final decision and it needs optimisation if more than one alternative is available. Therefore, multi-objective optimisation, a process to find an optimum solution for a problem, has become popular in recent days. Many problems involve incessantly changing properties and need optimisation of available solutions, which is more challenging. For instance, booking a flight or hotel, arranging class routines to adapt to constant changes because of staff absence and room unavailability, deploying a military unit in a war and so on. These scenarios require dynamic optimisation since the decisions need to be changed very frequently depending on the situation. Another example can be the use of medicines for cancer patients where the target is not only curing within less time but also to minimise the side effects of the drugs (Preissner et al., 2012). The problem also entails the risks of any new conditions that may arise during medications. The objectives and constraints of the problems vary dynamically from each other and are always evolving. In the above-mentioned scenarios, Evolutionary Algorithms (EA) are widely used to deal with optimisation. However, due to the dynamic nature of the problems, dynamic multi-objective optimisation problems (DMOPs) are more challenging to be solved and EAs often face difficulties to solve them (Jiang et al., 2018). On the other hand, there has been a growing interest (Arulkumaran et al., 2017) to solve the multi-objective optimisation in sequential decision making using reinforcement learning especially deep reinforcement learning after the success of DeepMind in 2015 (Mnih et al., 2015). Our study is also motivated by that success and intends to add values in a deep RL perspective to solve the problem of dynamic multi-objective optimisation.

Besides, many pieces of literature in multi-objective optimisation show a radically different perspective in solving the problems using multi-objective Markov decision process (MOMDP) especially by using reinforcement learning techniques. One of the goals of this technique is to reach the set of solutions known as Pareto-optimal solutions (POS) which determines the closeness to the true Pareto-optimal front (POF) as quick as possible. These techniques not only find the shape of the Pareto front but also help to investigate and decode interesting facts that the solutions might have (Gopakumar et al., 2018). In addition, recently Multi-objective Markov decision process (MOMDP) has received considerable attention not only for its applicability but also for solving practical multi-objective problems (Lizotte and Laber, 2016). However, according to the reward hypothesis (Sutton, 2008; Sutton & Barto, 2012), the goal and purposes can be formalised with the maximisation of the expected value of the cumulative sum of a received scalar signal (i.e. reward). In other words, the resulting MOMDPs can always be converted into single objective MDPs with additive returns. Nevertheless, Roijers et al. (2013) rejected Sutton’s view questioning its application in real scenarios. They presented three static scenarios (i.e. known weights, unknown weights and decision support scenario) where authors showed one or both conversions are impossible, infeasible or undesirable. In addition, as far as dynamic multi-objective optimisation is concerned, very few studies have been conducted in this area due to the lack of testbeds (Azzouz et al., 2017a). In this research, we targeted to fill up this gap by proposing a dynamic multi-objective testbed (i.e. dynamic deep-sea treasure hunt) which may lead the researchers to do further investigation in this area. To our knowledge, this is the first work in the context of dynamic multi-objective optimisation using deep reinforcement learning. In our study, we
have argued for the necessity of dynamic multi-objective optimisation benchmark for RL settings. In addition to that, we have developed an algorithm which is primarily responsible to handle more than one objective in the defined dynamic environment. After that, we have implemented our algorithm to identify the vulnerable zones based on water quality resilience in 22 zones in São Paulo, Brazil, which ensures the applicability and efficiency of the algorithm. This implementation breaks the boundary of theoretical knowledge and helps to solve a practical problem.

The Government of the State of São Paulo is working for a universal sanitation in municipals of the state, where the increase in the percentage of the population served by the collection and sewage services is deteriorating quality of water and impeding the sustainable development of São Paulo (“Governo do Estado de São Paulo | Eleições,” 2018). The presence of sewage in the waters of rivers, reservoirs, estuaries and coastal regions reduces water quality and restricts its multiple usages while increasing the occurrence of waterborne diseases caused by the primary contact or by ingestion of contaminated water (Nogueira et al., 2018). To identify the vulnerable areas and take proper actions in those areas require massive human efforts and expenses. These actions involve of integrated management of actions involving various sectors and organisations associated with the management of the use of industrial and agricultural effluents, the complexity of the HR management, fixed asset and reactive or planned maintenance (Barbosa et al., 2016). Therefore, it is important to automate the process to detect the vulnerable areas as quick as possible. To do so, an AI-based expert system can reduce the cost of managing such huge tasks and can have a socio-economic impact which may help for sustainable development. In this work, we proposed a novel algorithm called parity Q deep Q network (PQDQN) which is able to identify the vulnerable zones based on water quality resilience in a dynamic multi-objective environment. The agent in the partially observable Markov decision process detects the changes in the dynamic setting and finds the vulnerable zones. This implementation may also lead to solving some of the other dynamic real-world problems. The result outperforms the existing state of the art algorithms and our developed agent can learn the environment with reasonable elapsed time.

Research gap: We criticised as well as found that Sutton’s hypothesis is not only inappropriate in the static environment but also in a dynamic MOMDP scenario, which fails to handle a multi-objective optimisation problem. We can resolve this shortcoming by offering vector reward instead of scalar reward in a changing environment. We also found the gap that the existing testbed for multi-objective optimisation is incompetent at handling a dynamic environment. We investigated and pointed out that current RL studies focus on the static environment and does not provide the facilities to anticipate the dynamic constrained environments.

Contribution: The contributions of this research work are as follows:

1. To the best of authors’ knowledge, this is the first work that provides a testbed for dynamic multi-objective optimisation for RL settings.
2. We proposed a generic framework to address multi-objective optimisation using deep reinforcement learning.
3. Objective relation mapping (ORM) is used for the first time to form a meta-policy (e.g. govern policy) among different objectives to find out the compromising solutions.
4. An expert system has been developed to address the real-world applicability of the proposed algorithm which identifies vulnerable zones based on water quality resilience in São Paulo, Brazil.

Organisation: Related works with relevant literature are described in section 2. This section also gives an overall idea of Markov decision process, understanding the real-world problem and machine learning practices in water quality management. Section 3 deals with the definition of the problem along with mathematical representation. An experimental setup including mathematical expressions for the dynamic DST has been described in section 4. The high-level architecture of the proposed model and algorithm are explained in section 5. The following section deals with the results and the critical evaluation of this study. Finally, concluding remarks and future directions are illustrated in section 7.

2. Literature review

This is a threefold study. The first segment comprises identifying the gap in the dynamic multi-objective optimisation in the context of reinforcement learning. After that, a benchmark has been created to address that gap and finally, an algorithm has been proposed that can effectively optimise multi-objectives in a dynamic environment both in the simulated and the real-world scenario. In this section, we will be discussing the necessary components of this study and the recent works in this domain.

2.1 Background

Optimisation problems can be categorised into three broad areas, such as single objective, multi-objective, and many objectives problems. The other classifications of the optimisation problem are whether the problem is static or dynamic. In both cases, there is a good number of research that has already been conducted using evolutionary approaches. For examples, 14 test problems for dynamic multi-objective optimisation called DF1 to DF14 were proposed (Jiang et al., 2018) based on PF/PS geometrics, irregular PF shapes, disconnectivity. Multi-objective test problems with BIAS commonly known as BT1-BT9 (H. Li et al., 2017) and Large-scale multi-objective test Problems (i.e. LSMOP1–LSMOP9) are proposed by (Cheng, Jin, Olhofer, &
sendhoff, 2017). F1–F10 for IM-MOEA by (Cheng et al., 2015), C1_DTLZ1, C2_DTLZ2, C3_DTLZ4, IDTLZ1, IDTLZ2 (Deb and Jain, 2014) are proposed in 2014. In addition, a comprehensive list of the benchmarks for evolutionary optimisation can be obtained in (Tian et al., 2017).

However, in the domain of multi-objective reinforcement learning, Vamplew et al. (2011) proposed 4 testbeds include a deep sea treasure hunt, MO puddle world, resource gathering and mountain car problem. Natarajan and Tadepalli (2005) used a modified version of Buridan’s ass problem for MOP. Tajmajar (2017) demonstrated a cleaning robot for multi-objective adaptation in RL. The classical multi-objective physical travelling salesman problem (MO-PTSP) is utilised to explore the search space by (Perez et al., 2015). A wide-ranging standard can be found in “MORL-Glue” that represents a set of multi-objective reinforcement learning framework by (Vamplew et al., 2017b).

However, in the reinforcement learning settings, to the best of our knowledge, there is no such work on dynamic multi-objective optimisation. We have conducted intensive research and found that there is a lack of a benchmark that can satisfy the dynamic behaviours of the environment in RL settings. This paper addresses this limitation and proposes a dynamic multi-objective testbed in RL settings. The following discussions provide essential knowledge to establish the concept and formalise the problem settings for this study.

2.2 Multi-objective reinforcement learning

Multi-objective reinforcement learning (MORL) was proposed by (Zoltán Gábor et al., 1998). MORL deals with the decision-making problems in uncertain situations where the agent learns by interacting and taking feedback within the environment (Sutton and Barto, 2012). It is a promising way to solve real-world computational problems. This branch of machine learning (i.e. reinforcement learning) is selected as one of the top 10 breakthrough technologies by (MIT Technology Review, 2017). It is inspired by the trial and error process of learning, which is often followed by animals in many situations. Fig. 1 shows the basic structure of reinforcement learning settings.

In this study, MORL algorithm is formulated to solve multi-objective Markov decision process (MOMDP), which was pioneered by (Rojiers et al., 2013). The major difference between single objective and multi-objective reinforcement learning depends on the use of reward mechanism; such as scalar reward and vector reward which are used for single and multi-objective problem respectively (Chunming L., Xin X., & Dewen H., 2015). In the MORL, the agent needs to learn either all Pareto optimal policies or identify a single policy that best matches a pre-specified trade-off between the objectives. Vamplew et al. (2017) proposed that Multi-objective reinforcement algorithms which can be classified into two broad categories. The first one is the multi-policy approach where the agent learns multiple policies to approximate the Pareto front or a subset of the Pareto front. While, in the second one, the agent learns a single policy which best satisfies the compromising solution between objectives. In addition, a MORL agent differentiates multiple policies in three broad types namely deterministic stationary, stochastic policy and non-stationary policy (Vamplew et al., 2017a). A constrained MORL method was used to optimise the average transmission delay in a cognitive radio network by (Zheng et al., 2012). In the area of decision support system, Lizotte et al. (2010) used MORL for the application of medical informatics. Parisi et al. (2016) used MORL for local utopia policy selection. Tozer, Mazzuchi, & Sarkani (2017) investigated solutions to find the optimal path in the multi-objective stochastic environment by using MORL. However, in this study, MORL is used with deep learning structure to solve DMOP. Furthermore, RL based multi-objective optimisation has been adopted for environment-economic dispatch (Bora et al., 2019) and scheduling in the workflow management where RL approach (Kintsakis et al., 2019) has been utilised. In this case, an obvious question might be – why do we need deep reinforcement learning to solve the dynamic multi-objective optimisation problem? To answer this question, let’s have a close look at the deep reinforcement learning architecture in the section below where the agent learns itself like a human to achieve successful strategies. This leads to the highest long-term rewards that are constructed and learnt by interacting with the environment.

2.3 Deep reinforcement learning

Deep learning or deep neural network has been predominant in the reinforcement learning area in the last several years. We witnessed breakthroughs, like deep Q network (Mnih et al., 2015), AlphaGo (Silver et al., 2016), unsupervised reinforcement and auxiliary learning (Jaderberg et al., 2017; Mirowski et al., 2017). Deep RL has significantly reduced the reliance of the domain knowledge and enables highly efficient feature engineering which is usually time-consuming, over-specified or incomplete (Li, 2017). Fig. 2 shows a timeline for deep reinforcement learning.

![Fig. 1. A typical setup for reinforcement learning](image)

![Fig. 2. Timeline for the evolution of the deep reinforcement learning](image)
The successful implementation for deep reinforcement learning has appeared in different areas such as:

- Power System: DRL based AI decreases Google data centre bill by 40% (DeepMind, 2016)
- Robotics: Black-Box data-efficient policy search for robotics (Chatzilygeroudis et al., 2017)
- Games: Human-level Control through deep reinforcement learning (Mnih et al., 2015)
- Spoken dialogue system (Su et al., 2016)
- Information extraction (Narasimhan et al., 2016)

The following Fig. 3 shows a multi-objective deep reinforcement learning model where an agent takes an optimal action (i.e. policy) for a state in an environment and earns reward points (e.g. vector rewards for multi-objective cases). This model is formulated by the Q network, target network, emulator and experience replay.

From the above figure, it is observable that the target network $Q'(\theta')$ is iterating until it gets the highest expected reward over time that can easily fit within the dynamic environment according to our requirements.

### 2.4 Markov decision process (MDP)

Markov decision process (MDP) is the widely studied model to analyse dynamic and stochastic system (Bertsekas and Tsitsiklis, 1996) and used to solve RL problems. This framework provides a standard model to design the system with probabilistic, nondeterministic and controlled behaviour which helps to analyse the states and necessary actions for each state. The reason for using MDP in this study is to clarify each state in the simulated environment and find the optimal policy with Q point which is often denoted by Bellman’s equation (Understanding RL by Greaves, J., 2017). MDP is used in a wide range of real-world tasks such as robot control (Kober et al., 2013), game playing (Szita, 2012), clinical management of patients (Peek, 1999), military planning (Aberdeen et al., 2004), control of elevators (Critics & Barto, 1996), power systems (Glavic et al., 2017), and water supplies (B. Bhattacharya et al., 2002) and so forth. MDPs are solved by planning a model inside the MDP (e.g., dynamic programming methods, Bellman, 1958) or by learning through interaction with an unknown MDP (e.g., via temporal-difference methods, Sutton & Barto, 2012).

#### 2.4.1 Single objective Markov decision process

In a single objective RL setting, an MDP is mostly defined with a tuple of state, action, reward, transition, probability distribution and discount factor. It is often defined as follows(Feinberg and Shwartz, 2014):

$$< S, A, T, R, \mu, \gamma >$$

Where $S$ and $A$ represents a finite set of states and a set of actions respectively. $T$ represents transition function, $R$ defines the reward function, $\mu$ is the probability distribution over initial states, $\gamma$ represents a discount factor to signify the importance of short and long-term rewards.

In this single objective setting, the objective of the agent is to maximise the expected return received from the reward function $R_i$ by a suitable policy $\pi$. Besides, for the policies which determine an agent’s action, there will be a single policy or multiple policies with the same return. In the single objective MDP, an optimal policy $\pi^*$ is responsible to find out the maximum expected values for all the states.
2.4.2 Multi-objective Markov decision process (MOMDP)

An MOMDP is an extension of MDP where the reward function describes a vector of $n$ rewards that represents each objective (Rojiers et al., 2013). The solution of the MOMDP is a set of policies that contains at least one optimal policy for each possible preference. In an MOMDP, a policy can outperform with one objective, however, the performance can be worst or inferior compared to other objectives. This can be summarised with Pareto dominance relationship such as a policy dominates on the other objectives if it is superior at least in one objective or equal or not worse than any other or all objectives (Lwin et al., 2014). Preferably, a dominated policy is more acceptable than the non-dominated policy (Algoul et al., 2011).

In MOMDP a state value function $V_\pi$ specifies the expected discounted return when following a policy $\pi$ from initial state $S_0$. This can be formulated as in Equation 1 (Ruiz-Montiel et al., 2017):

$$V_\pi = E_\pi \left\{ R_1 \right\} = E_\pi \sum_k e^{-\gamma k} r_{t+k+1}$$  

(1)

Here, the policy basically relies on the definition of Pareto optimality or dominance between vectors. For example, a policy $\pi_1$ is dominated over $\pi_2$, if the value of $V_{\pi_1} > V_{\pi_2}$. Similarly, $\pi_1$ is dominated or equal to $\pi_2$, if the value of $V_{\pi_1} \geq V_{\pi_2}$. There may be many other non-dominated policies which are optimal depends on the desired trade-off between policies.

For stationary policies, the state value function is defined in Equation 2 (Ruiz-Montiel et al., 2017),

$$V_\pi = E_\pi \left\{ R_1 \right\} = E_\pi \sum_k e^{-\gamma k} r_{t+k+1} 1_{S_t=S}$$  

(2)

It is to be noted that, a policy is Pareto optimal or non-dominated if the policy is not dominated by any other policy. The following sub-section describes the applied part of the research.

2.5 Case Study: understanding the problem in terms of water quality in São Paulo, Brazil

As discussed in the literature, many studies are focused on the academic problems where the objective functions are assumed, and constraints are pre-populated and investigated. However, it is not clear whether these problems are still related to real-world problems or not. In order to make our problem relevant and connected to the real-world scenario, we used the dataset (“Publicações e Relatórios | Águas Interiores,” 2017) of water quality in São Paulo, Brazil to identify the vulnerable zones based on water quality resilience. The factors of water quality resilience are changing throughout the year due to various reasons and formed an appropriate real-world test case in a dynamic multi-objective environment.

Water quality has a strong impact on the natural environment and human life; therefore, it is a primary concern in the case of surface water and reservoir management. In recent years, dry areas have been facing severe water shortage, which is an alarming issue for the environment (J. Li et al., 2017). Recent studies reveal that about 5.5 billion people will face water crisis in 10 years (Amitrano et al., 2014). Besides, the disposal of sewage in rivers and lakes are adding more to this threat to arid areas (Lindberg et al., 2014; Zhou et al., 2014). The volume and quality of waters (Lima et al., 2018a) in reservoirs (e.g. rivers, lakes etc.) are very important not only for the environment but also for societal and economic development (Pawara, 2017). Hence, ensuring water quality is one of the crucial conditions of the overall development. An AI-based solution can enhance the whole process in an easier and cost-effective way.

Reservoirs not only provide pure water for human consumption but also water for various other purposes, like agriculture, industry and habitats for aquatic lives (Hoverman and Johnson, 2012). Various properties of water in reservoirs, especially its quality, must be assessed. Assessing the quality of water critically enables managers to develop optimal water resources management plans.

In this study, our targeted area is in São Paulo that is located on the southeast of Brazil (23° 33’ S and 46° 38’ W) and its total municipal area is of 1,521.11 km² (see Fig. 4 for the targeted zones). Companhia Ambiental do Estado de São Paulo (“CETESB, Brazil,” 2000) has been monitoring the quality of surface water in the state of São Paulo since 1974. The main purposes of monitoring are: i) to make a diagnosis of the quality of the state’s surface waters, assessing their compliance with environmental legislation; ii) to assess the temporal evolution of the quality of the state’s surface waters; and iii) to identify priority areas for the control of water pollution, such as stretches of rivers and estuaries. The assessment of freshwater quality is complemented by temporal and spatial analysis. The presentation of water quality index (IQA), quality of water for public supply purposes (IAP), protection of Marine Life (IVA), trophic state (IET), bathing (IB) and biological communities (e.g., Phyto and zooplankton and Benthic organisms represented by ICF, ICZ and ICB, respectively), are also part of the evaluation.

Moreover, the frequency of data collection is different based on the different data collection points. Monitoring the quality of surface water in freshwater
bodies such as rivers and reservoirs consists of three manual sampling networks and automatic network, described in Table 1, aiming a diagnosis of multiple uses of water resources.

### Table 1
Freshwater monitoring networks in São Paulo State - 2017

<table>
<thead>
<tr>
<th>Monitored Sources</th>
<th>Goals</th>
<th>Start of Operation</th>
<th>Points</th>
<th>Frequency</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic network</td>
<td>Provide a general diagnosis of water resources in the State of São Paulo.</td>
<td>1974</td>
<td>461</td>
<td>Bimonthly</td>
<td>Physical Chemical Biological</td>
</tr>
<tr>
<td>Sediment Network</td>
<td>Complement the diagnosis of the water column.</td>
<td>2002</td>
<td>26</td>
<td>Yearly</td>
<td>Physical Chemical Biological</td>
</tr>
<tr>
<td>Bathing Rivers and reservoirs</td>
<td>Inform water conditions for primary contact recreation/bath to the population.</td>
<td>1994</td>
<td>35</td>
<td>Weekly / Monthly</td>
<td>Biological</td>
</tr>
<tr>
<td>Monitoring Automatic</td>
<td>Control of domestic and industrial pollution sources and control the quality of water for public supply.</td>
<td>1998</td>
<td>12</td>
<td>Hourly</td>
<td>Physical Chemical</td>
</tr>
</tbody>
</table>

In this study, we have considered only the basic network which has 461 data collection points in 2017. The flow measurements in water bodies are carried out by CETESB in partnership with DAEE - Department of Water and Energy of the State of São Paulo. The results are obtained by directly measuring the flow in water bodies by reading scale to sampling the water. In 2017, the core network generated approximately 118,000 (e.g. physical, chemical, biological, bioanalytical and ecotoxicological) volume data.

The identified problems in this test-case are given below:

1. It is a dynamic problem considering the water quality data changes over time due to various factors (mentioned in section 4.2).
2. Collection of these data is expensive and required huge human resources.
3. Identification of the vulnerable zones is difficult because of manual checking and calculation.
4. Investment optimisation for different zones is complicated.
5. Prioritise the zones to enhance the water quality is time-consuming.

#### 2.6 Machine learning for water quality evaluation

Machine Learning (ML) refers to acquire knowledge or skills through data or experiences. Machine learning has harnessed its applications in various sectors such as decision making and optimisation, medical informatics, fraud and anomaly detection, email filtering and so on. Our objective is to utilise the concept of ML and its usefulness in the above-mentioned scenario. A wide range of water quality indexes in relation to different water bodies has been used in many conventional studies using ML techniques. For example, Chou, Ho, & Hoang (2018) used four ML techniques such as ANN, support vector machines (SVM), classification and regression trees, and linear regression to analyse the quality of water. Couto et al. (2012) combined ANNs and decision tree (DT) to forecast the water quality (WQ) in a reservoir. A hybrid ANN model is developed and combined with optimisation algorithms (Chen et al., 2015) for forecasting river flow. Liu & Lu (2014) compared support vector machine (SVM) models with ANNs to predict WQ in a river. Moreover, there are several studies based on multiple linear regression methods combined with AI to develop WQ models (Slaughter et al., 2017; Tomasz et al., 2017). An AI system was developed (Ji et al., 2017) by combining multiple models based on SVM, ANNs, LR to prove the supremacy of SVM in predicting dissolved oxygen (DO) concentration in Wen-Rui Tang River, China. Similarly, to predict the level of DO, a general regression neural network (GRNN) was proposed by (Antanasijević et al., 2014) for the Danube River. ML algorithms and remote sensing spectral indices have been used to evaluate the water quality by (X. Wang et al., 2017). A predictive model is developed using long and short-term memory neural network (LSTM NN) by (Y. Wang et al., 2017). A deep learning method is also used for mapping surface water (Isikdogan et al., 2017). In addition, MORL approach has also been utilised using Pareto frontier approximation by (Castelletti et al., 2013).

However, there are hardly any studies that have measured water quality “resilience” using artificial intelligence. In this study, we have used deep reinforcement learning technique to build an expert system to serve the purpose of identifying the vulnerable zones based on water quality resilience which is described in section 5.
2.7 Related work

In this section, a brief description of related works and applications have been mentioned. According to the literature, there are several approaches to deal with dynamic multi-objective optimisation. Among them, evolutionary approaches have gained more attention in the literature to solve the multi-objective optimisation problem. The following list shows several approaches in brief that have been explored in the literature:

a. Diversity-based approaches: The dynamic non-dominated sorting algorithm II (D-NSGA-II) (Deb et al., 2007), the dynamic constrained NSGA-II (DC-NSGA-II) (Azzouz et al., 2015).

b. Change prediction based approaches: This approach of solving DMOPs are useful when to exploit the past information and anticipate the location of the new optimal solutions such as dynamic multi-objective evolutionary gradient search (D-MOEGS) (Koo et al., 2010), dynamic multi-objective EA with ADLM Model (DMOEADLM) (Li et al., 2014), the Kalman Filter Assisted MOEAD-DE algorithm (MOEAD-KF) (Muruganantham et al., 2016).

c. Memory-based approaches: This sort of approach uses extra memory to store useful information from the past generations to guide the future search. This technique can be utilised when the environment changes slightly such as the multi-strategy ensemble MOEA (MS-MOEA) (Wang and Li, 2010), the adaptive population management-based dynamic NSGA-II (A-Dy-NSGA-II) (Azzouz et al., 2017b).

Furthermore, there are several real-world dynamic multi-objective optimisation problem mentioned in the literature. Helbig & Engelbrecht (2014) grouped and classified these applications as follows:

- **Control Problems**: The regulation of a lake-river system (Hämäläinen and Mäntysaari, 2001), the optimisation of indoor heating (Hämäläinen and Mäntysaari, 2002), the control of greenhouse system for crops (Ursem et al., 2002).
- **Scheduling problems**: Hydro-thermal power scheduling problem (Deb et al., 2007) and the job-shop scheduling problem (Shen and Yao, 2015).
- **Mechanical design problems**: Design optimisation of wind turbine (Maalawi, 2011).
- **Control Problems**: The regulation of a lake-river system (Hämäläinen and Mäntysaari, 2001), the optimisation of indoor heating (Hämäläinen and Mäntysaari, 2002), the control of greenhouse system for crops (Ursem et al., 2002).

Apart from these, there are various real-world applications in the domain of dynamic multi-objective optimisation such as in resource allocation (Hutzschenreuter et al., 2009) and routing problems (Meisel et al., 2015) and so on. In addition, Amato & Farina (2005) have proposed an artificial-inspired EA for DMOP in the situation of unpredictable parameter changes. Azzouz, Bechikh, & Ben Said (2014) presents a multiple reference point-based MOEA (MRP-MOEA) that deals with undetectable changes.

Contrarily, as mentioned earlier, a rising approach of solving MOP is using RL technique, particularly DRL. This area gets a major concentration after the MRP-MOEA (MRP-MOEA) (Farina et al., 2004) context of water quality resilience, there has been no use of state-of-the-art machine learning techniques. Though a few studies have been conducted in hydrodynamics (French et al., 2017) and other fields such as ocean engineering (Sarkar et al., 2015), there is hardly any research done in resilience-based approaches for water quality evaluation. As discussed earlier, to see the applicability of the well-known deep learning algorithm, researchers cannot ignore the dynamic behaviour in the multi-objective environment in the RL settings. Therefore, in this study, we incorporated this behaviour and discovered the way to fit the dynamics in the multi-objective environment. Moreover, we applied the concept of our proposed benchmark to address a real-world problem.

In addition, we also developed an algorithm that can handle dynamics in the multi-objective environment. To prove the above-mentioned concept with an empirical result, our algorithm is designed to tackle the dynamics and its complexity in the simulated environment. In these environments, the proposed algorithm is integrated to examine whether it can satisfy the goal. Another aspect of this algorithm is to identify the vulnerable zones based on water quality resilience to observe whether the deep RL domain can contribute in the domain of hydrodynamics, decision support systems and to direct researchers for further investigation.

In a nutshell, a successful implementation of an AI-enabled system may have a significant impact on the following two scenarios:

1. **In the simulated environment**:
   a. Understanding the dynamics while objectives are conflicting to each other,
   b. Applying the existing knowledge to deal with constraints and problem parameters that change over time,

2. **In the real-world problem**:
   a. To categorise the impacts of water contamination on public supply in terms of resilience,
   b. Minimising the manual efforts to collect the data from different zones and
   c. Identifying the vulnerable zones that need prioritisation in the decision-making process for necessary interventions to make the diagnosis process faster while preserves the accuracy.
3. Defining the problem

3.1 Defining dynamic multi-objective optimisation problem (DMOP)

A dynamic multi-objective optimisation problem (DMOP) can be defined as a vector of decision variables $x(t)$, that satisfies the objectives and constraints that change over time. In this section, a general approach of defining DMOP has been articulated. Generally, a minimisation or maximisation problem can be formally defined by Equation 3:

$$\text{Min.}/\text{Max. } F(x, t) = \{f_1(x, t), f_2(x, t), \ldots, f_M(x, t) \mid x \in X^m\} \quad (3)$$

Where, $x$, $f$, $g$ and $h$ represent decision variables, a set of objective functions that need to be minimised or maximised, inequality and equality constraints respectively.

In the context of decision space, the $x^*(i, t)$ dominates over $x(j, t)$. In other words, the dominating one is better in at least in one objective and not worst in any other objectives. This can be rewritten as in Equation 4:

$$F(j, t) < f(i, t)^* \setminus f(j, t) \in F^M \quad \text{.................................} \quad (4)$$

In this study, the dynamics of the environment is defined based on two parameters such as dynamic optimal Pareto front (DOPF) and dynamic Pareto optimal set (DPOS). DOPF can be represented as in Equation 5 with respect to the objective space:

$$PF(t)^* = \{f(i, t)^* \setminus \exists f(j, t) < f(i, t)^*, f(j, t) \in F^M\} \quad \text{.................................} \quad (5)$$

Dynamic Pareto optimal set with respect to the decision space at time $t$ is denoted by $PS(t)^*$ in Equation 6.

$$PS(t)^* = \{x_i^* \setminus \exists f(x_j, t) < f(x_i^*, t)^*, f(x_j, t) \in F^N\} \quad \text{.................................} \quad (6)$$

Moreover, the following $\Delta f$ signifies how frequent the environment changes (Azzouz et al., 2017a) based on the actual PF, $T(PF)$ and obtained PF, $O(PF)$ as in Equation 7.

$$\Delta f = |T(PF) - O(PF)| \quad \text{.................................} \quad (7)$$

3.2 Defining the dynamics of the DMOP

In order to solve the real-world DMOPs more effectively, it is necessary to take the following characteristics and problem types into account when designing new methodologies. There are several types of dynamics in the literature of multi-objective optimisation. Frequency, severity and predictability are the prominent categories among them (Azzouz et al., 2017a). Farina et al. (2004) described four types of DMOPs according to the changes affecting the optimal Pareto Front (PF) and Pareto Set (PS). These are mentioned in Table 2:

<table>
<thead>
<tr>
<th>Table 2: Dynamic MOP environment types</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF(t)*</td>
</tr>
<tr>
<td>PS(t)*</td>
</tr>
<tr>
<td>No change</td>
</tr>
<tr>
<td>Type IV</td>
</tr>
<tr>
<td>Type III</td>
</tr>
</tbody>
</table>

In this context, the dynamics in the environment which is controlled by a time-specific parameter $\tau$ (i.e. a changing step when the problem changes) can be represented generally as in Equation 8:

$$D(t, \tau) = \begin{cases} t(\tau) + 1 & \text{when a change occurs in the environment} \\ t(\tau) & \text{otherwise} \end{cases} \quad \text{.................................} \quad (8)$$

Therefore, the dynamic multi-objective optimisation problem in the finite period $[1, \tau^{end}]$ can be defined as in Equation 9 (Raquel and Yao, 2013):

$$\text{Optimise } \left\{ \sum_{f}^{\tau^{end}} F_{P(t, x^{[1, \tau]}}(x(t)) \right\} \quad \text{.................................} \quad (9)$$

Where, $F$ represents a number of objective functions, $X_F^{[1, \tau]}$ is the set of solutions achieved by the applying algorithm $G$ to solve $F$ during $[1, \tau]$. It is worth mentioning that to study the multi-objective optimisation, there are two major approaches in the literature. Researchers tried to play either synthetic or real-world problem. In this study, a simulated environment and a real-world scenario have been taken into consideration. The following section highlights the mathematical representation of the defined problem for the simulated environment.
4. Problem settings/experimental setup

4.1 Deep sea treasure (DST) hunt problem

DST is a standard multi-objective problem introduced by (Vamplew et al., 2011). This environment consists of 10 rows and 9 columns with three different types of cells such as water cells where the vessel can traverse, sea ground cells that cannot be traversed as the edges of the grid and treasure cells that provide different rewards and by reaching these cells, an episode ends. The agent controls a submarine that searches for treasures under the sea. The objectives of the agent are to find out the highest valued treasure within minimum time (i.e. conflicting way). It has got deterministic transitions with non-convex frontier. The submarine starts from the top left corner of the grid and can move up, down, right and left. Unlike the single objective environment, the agent receives vector rewards comprise of punishment of -1 for every move and the value of achieved treasure which is 0 except the agent reaches the location of the treasure. The optimal Pareto front has 10 non-dominated solutions, one per each treasure in the grid. The front is globally concave with local concavities at the treasure value of 74, 24 and 8.

An agent’s objective is to find out all the state vectors for a problem where these defines a non-convex Pareto frontier in reward space. The first DST environment demonstrates a traditional one (shown in Fig. 5) with the true Pareto front and reward distributions.

4.1.1 Proposed benchmark for a dynamic multi-objective environment

To extend this environment and produce a dynamic DST, we have considered three different scenarios. The following environment (shown in Fig. 6) consists of different treasure values that change randomly over time. See Appendix A for the treasure values.

Fig. 5. Traditional Deep-Sea Treasure problem (a) environment (b) frontier (c) reward distribution over the grid

Fig. 6. Two instances of dynamic deep sea treasure (random treasure values-Type II)
As a result, this environment can be categorised in type II where both $PS^*$ and $PF^*$ changes. However, due to this randomness (i.e. ML incompatibility without having any pattern) of the environment, this environment has been excluded for further implementation and analysis.

The third environment is similar to the second one. However, the treasure values follow a fixed amount of numbers which is categorised as silver (i.e. lower value) and gold (i.e. higher value). The agent dynamically collects from the grid world. This dynamic environment can be considered as Type III where $PF^*$ changes and $PS^*$ remains invariant. The following Fig. 7 represents the third environment.

In the final environment as shown in Fig. 8, we have introduced an enemy submarine (which moves from the start of the gameplay) that attacks the agent randomly and in every clash between these two submarines can damage the health of the agent by -2. This health parameter creates another objective that needs to be satisfied over time to survive. This environment satisfies the dynamics in the category of type IV where both $PF^*$ and $PS^*$ remains unchanged. As the agent’s vessel approaches the enemy location or intends to hit the agent, the priority becomes to save its life by avoiding clash rather than achieving the treasure (watch the attached video to get more relevant information).
For instance, to give a comprehensive depiction on how it works, the following Fig. 9 (generated by python library- `matplotlib.pyplot`) represents the movement of the two submarines in the DST (attack by enemy) environment. The arrow indicates the points of clashes between the two submarines by the agent while traversing the environment.

Now, we will be examining the Pareto frontier based on the changing time that is observed by the agent. For the visualisation purposes, the time-changing property is shown with time-unit as shown in Fig. 10 where it reflects the next time and the changing Pareto frontier based on an episode. In the first instance as shown in Fig. 10, when the agent traverse at timestamp 1, the agent has received (-1, 10, 0.01), where, -1 is the time cost, the health meter is pre-defined as 10, and the treasure value is 1. In this case for the consistency of the graph and the visualisation, the reward is divided by 100 and that’s why it becomes 0.01. In another case, when the agent moves from the timestamp 2 to 3. The health condition is still 10 at this timestamp which means the agent still did not hit by the enemy submarine. Consequently, the agent achieves the treasure values which is 2 with the cost of the time penalty of -3.

As like as this environment, the other environments were also observed and traced based on the timestamp to detect changing treasure.
4.1.2 Mathematical model for the benchmark

To illustrate the problem mathematically, the components of the environment are given below:

- A submarine (i.e. black coloured) that works as an agent,
- the treasure values,
- time,
- rewards and
- health meter for the dynamic DST environment (attack by enemy)

Considering the objectives, the agent needs to hunt the highest treasures in minimum time. However, for every step, the agent is penalised by -1 point. So these two aims consist the conflicting objectives such as maximisation and minimisation for all the considered environments. In the third environment, an extra constraint has been introduced that is the health meter of the agent which is decreased by -2 by the hit of the enemy submarine. The followings are the list of the decision variables and constraints to formalise the objective functions.

Variable 1: Treasure values are divided into four categories as a tuple based on the defined benchmarks

i. $T_{silver} = [1, 2, 3, 5, 8, 16, 24, 50, 74, 124]$  
ii. $T_{gold} = [100, 925, 1231, 1442, 1525, 1597, 1797, 1829, 1889, 1900]$  
iii. $T_{random} = [1, 2, 3, 5, 8, 16, 24, 50, 74, 124]$  
iv. $T_{attack by enemy} = [1, 2, 3, 5, 8, 16, 24, 50, 74, 124]$  

In general, the treasure values can be expressed by the following Equation 10:

\[ \text{Treasure} = (T_{silver}^{i=0..i=10}) \text{episode} \] based on the environments …. (10)

Variable 2: For each episode $E$, the spent time by the agent can be expressed by Equation 11.

\[ \text{Elapsed time} = X_{cost(duration of traversing)} \]  

Variable 3: The health meter is decreased by $j = -2$ from the pre-defined value $n = 10$ by every hit of the enemy submarine as shown in Equation 12.

\[ \text{health meter} = \sum_{j=-2}^{n} (H, t) \text{episode} \geq 0 \]  

Variable 4: The reward function for the agent

The reward function is defined by the vector $R = S \times A \times S'$ of n rewards in an MMDP. This can be defined as following Equation 13:

\[ R = \sum_{k=1}^{n} r_k^t \]  

Where, the agent gets a penalty (-1) for every step during the traverse in the grid-world and $\gamma \in [0, 1]$ represents the discounted factor where the reward is received after $k$ steps.  

Hence the two objective functions are defined as the following Equations 14 and 15:

**Objective 1** \[ \rightarrow \text{Minimise} (f_1): \sum_{k=1}^{n} (X_{cost(duration of traversing)} c \in \mathbb{R}) \] \[ \forall \text{episode} \] 

**Objective 2** \[ \rightarrow \text{Maximise} (f_2): (f_{treasure\text{rewards}}) \] \[ \forall \text{episode} \] 

Subject to,

(i) \[ f(\text{traverse}) = \begin{pmatrix} 0 \times 0 & \cdots & 0 \times 9 \\ \vdots & \ddots & \vdots \\ 10 \times 0 & \cdots & 10 \times 9 \end{pmatrix}; \text{except the blocked areas} \]

The blocked areas in the grid-world are given below:

\[
\begin{align*}
(2 \times 0); \quad (3 \times 0 \cdots 3 \times 3); \quad (4 \times 0 \cdots 4 \times 4); \quad (5 \times 0 \cdots 5 \times 5); \\
(6 \times 0 \cdots 6 \times 6); \quad (7 \times 0 \cdots 7 \times 5); \quad (8 \times 0 \cdots 8 \times 7); \\
(9 \times 0 \cdots 9 \times 7); \quad (10 \times 0 \cdots 10 \times 8)
\end{align*}
\]

The time for changing the parameters are based on current time (pc clock) and the movement of the agent must not take place in the future (pc clock).

(ii) iteration for converging \leq \text{maximum limit of the epoch}
4.2 Predicting water quality resilience in São Paulo, Brazil

In this test-case, a real-world scenario has been considered to validate the applicability and competency of our proposed framework. This study establishes a machine learning approach for predicting water quality resilience in São Paulo, Brazil and thus, the agent identifies the vulnerable zones. High resilience in a particular zone indicates a safe zone.

Data collected in last 17 years (2000–2017) from the stations at 22 reservoirs in São Paulo, Brazil which was preprocessed as the input for the modelling system (Governo Do Estado De São Paulo, 2018). As like as the DST testbed, this test case also provides the dynamics where the values are not static over time. These data are changing which depends on natural factors such as weather, temperature, drought, precipitation and man-made changes such as usages and contamination caused by human (Lima et al., 2018b). As the selecting criteria, we have chosen IQA, IET and IVA (described below).

**IQA - Índice de Qualidade das Águas**

IQA indicates the introduction of sanitary effluents into the water body, providing an overview of the quality of surface water.

**IVA - Aquá Índice de Vida Aquática**

IVA is used to assess the quality of water for the protection of aquatic life.

**IET - Índice do Estado Trófico**

The Index of the Trophic State classifies the bodies of water in different degrees of trophic that. It evaluates water quality for nutrient enrichment and its effect related to the growth of Algae and cyanobacteria. The IET is calculated on a priority basis for the protection of aquatic life. The following Table 3 and 4 show the variables and scales to measure the resilience respectively.

<table>
<thead>
<tr>
<th>Monitoring Network</th>
<th>Quality Index</th>
<th>main purpose</th>
<th>Network Points</th>
<th>Variables that make up the indexes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Network</td>
<td>IQA</td>
<td>effluent dilution (mainly domestic)</td>
<td>All</td>
<td>Temperature, pH, dissolved oxygen, biochemical oxygen demand, escherichia coli, total nitrogen, total phosphorus, total solids and turbidity.</td>
</tr>
<tr>
<td></td>
<td>IET</td>
<td>eutrophication</td>
<td>All except the rivers classified in Class 4 (CONAMA 357/05) presenting bad quality</td>
<td>Chlorophyll and total Phosphorus.</td>
</tr>
<tr>
<td></td>
<td>IVA</td>
<td>Protection of aquatic life</td>
<td></td>
<td>Dissolved oxygen, pH, Ceriodaphnia dubia, copper, zinc, lead, chromium, mercury, nickel, cadmium, surfactants, Chlorophyll and total Phosphorus.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Index</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>IQA</td>
<td>High quality, Good quality, Average quality, Poor quality, Very poor quality</td>
</tr>
<tr>
<td>IVA</td>
<td>79≤IQA≤100, 51≤IQA≤79, 36≤IQA≤51, 19≤IQA≤36, IQA&lt;19</td>
</tr>
<tr>
<td>IET</td>
<td>High oligotrophic, Oligotrophic, Mesotrophic, Eutrophic, Highly eutrophic, Very highly eutrophic</td>
</tr>
<tr>
<td>IET&lt;47</td>
<td>47≤IET≤52, 32≤IET≤47, 39≤IET&lt;47, 67≤IET≤67, IET&gt;67</td>
</tr>
</tbody>
</table>

Table 3: Quality indices for basic network

Table 4: The threshold level to determine the resilience of IQA, IVA and IET
4.2.1 Calculating resilience

For resilience evaluation in this study, the lower bound of average quality (i.e. IQA=36, IVA=3.4 and IET = 52) for each water quality index has been considered as the threshold in resilience evaluation. This could be justified by the fact that surface water quality, within the average quality range still has maintained essential quality factors.

Resilience is calculated based on Equation 16.

\[
R_i = 1 - \int_{t_2}^{t_1}(F_{\text{max}} - F_i(t))(t_i - t_2) \, dt \quad \text{(16)}
\]

Where, \(R_i\) is the resilience at the time \(T_i\), \(F_{\text{max}}\) is the maximum water quality index, \(F_i\) is the water quality index at the time \(T_i\) and \(t_i\) is the time elapsed and \(t_1\) is the failure start time. In this study, resilience is scaled between 0 and 1, hence, different water quality variables could be compared. One of the most used scaling methods i.e. Min-Max, as shown in Equation 17, is used for this purpose.

\[
R_{i\text{n}} = \frac{(R_i - R_{\text{min}})}{(R_{\text{max}} - R_{\text{min}})} \quad \text{(17)}
\]

Where, \(R_{i\text{n}}\) is the normalised value, \(R_{\text{min}}\) and \(R_{\text{max}}\) are the minimum and maximum values for each water quality index, respectively. It should be noted that the worst and best water quality indexes for IQA and IVA are interpreted in a different way than IET. The higher IQA indicates a better quality of surface waters while this is opposite regards to IET and IVA (i.e. the lower is better). Therefore, the lowest value \((R_{\text{min}})\) is set to 0 and the highest value \((R_{\text{max}})\) is set to the maximum resilience value over the period of resilience evaluation.

4.2.2 Forming MOMDP to predict vulnerable zones based on water quality resilience

We have formulated the testbed as a multi-objective Markov decision process (MOMDP). This environment is based on 22 zones which have 461 stations. Each data-point is expanded over the 12 months' period where the values are changing depending on the various factors (e.g. weather, climate and so on) over time. The objectives are similar to our DST environment where the agent gets -0.04 point for every step until it gets the vulnerable zone where it gets +1 as a reward and -1 for the resilient zone. See Appendix B for the relevant procedures and the settings for the hyperparameters for this test case. A detailed description of the technique can be found in (Hasan et al., 2019- which has been submitted for the MethodsX paper).

The agent’s task is to find out the vulnerable zones based on water quality resilience and rank them to identify the most vulnerable points in the targeted area in minimum time. To make it clearer, the agent's responsibility is to traverse the environment and find out the lowest IET and IVA values compared to the highest IQA. Finally, the agent makes the list according to the compromising objectives and from \(\text{arg}(\text{min})\) to find the most vulnerable zones. Fig. 11 shows a schematic diagram of the environment.

Fig. 11. The agent’s interaction in the defined MDP is to identify the vulnerable zones based on the water quality resilience.
Here, the procedure of formalising the multi-objective environment in the RL settings for this test case has been explained. For a comprehensive evaluation of RL, readers are referred to (Sutton and Barto, 2012). To solve the RL in this context, the Markov Decision Process (MDP) has been defined as the collection of the following components:

- States: $S$
- Actions: $A(s), A$
- Transition model: $T(s, a, s') = P(s'|s, a)$
- Rewards: $R(s), R(s, a), R(s, a, s')$
- Policy: $\pi(s) \rightarrow a^*$ is the optimal policy

In this case of an MDP, the environment is partially observable because of the dynamics of the environment. Thus, the agent needs a memory (i.e. experience replay) to store the past observations to make the best possible decisions. The problem settings will be clearer to understand by analysing the Markov property as below.

In the Markov property, the information of the near future (i.e. at time $t+1$) depends on the present information at time $t$. A sequence of the zones $[z_1, z_2, ..., z_{22}]$ in the selected state follows the first order of Markov property as expressed by Equation 18 (Silver, 2015):

$$P(z_t | z_{t-1}, z_{t-2}, ..., z_1) = P(z_t | z_{t-1})$$  \hspace{1cm} (18)

where $z_t$ depends only on $z_{t-1}$. Therefore, $z_{t+1}$ will depend only on $z_t$.

However, in this scenario, the Equation can be expressed in Equation 19.

$$P(z_t | z_{t-1}, z_{t-2}, ..., z_1) = P(z_t | z_{t-1}, z_{t-2})$$  \hspace{1cm} (19)

where, $z_t$ depends on $z_{t-1}$ and $z_{t-2}$.

Thus, the stations can be converted to a Markov property if the probability of the new state depends on the next state and claim that $z_{t+1}$, depends on the current state, $z_t$ such that the current state captures and remembers the property and knowledge from the past. Therefore, as per the Markov property, the grid-world (i.e. the environment) is considered to be stationary (Feinberg and Shwartz, 2014). However, we have type III dynamics in this environment as mentioned in (Farina et al., 2004).

We considered a finite block of 22 zones with their corresponding data stations that are changing based on the monthly data. For each station, we formulated the velocity of the data in a continuous manner where the data changes at the next time step $t+1$ that is only determined by the current system state. It is independent of the previous states due to the changing values of the monthly data such as weather (e.g. drought, precipitation) and man-made changes such as usages and contamination. Therefore, the stations of each zone can be treated as an MDP (i.e. see a sample in Fig. 12).

![Fig. 12. MDP for the resilient area selection](image-url)

Here, the key concepts to facilitate the DRL-based WQR prediction have been formulated. The terminal of each zone is related to the dataset which is chosen from the discrete levels, denoted as $Z = \{Z_1, Z_2, ..., Z^n\}$. Therefore, the entire action space is denoted as: $A = \{A_1, A_2, ..., A^n\}$. On the other hand, the action space is determined based on the observation of the multi-objective optimisation and the selection on the actions based on the satisfaction of the objectives (maximising IQA and minimising IET, IVA). In this work, we considered the current (physical) time and the values of IQA (i.e. the higher the better) and IET and IVA (i.e. the lower the better) to determine the optimal control action.

In particular, incorporating current time information in the state enables the DRL algorithm to adapt the time-related activities, such as time-varying data for months that changes across the year. This is important because the weather pattern varies significantly throughout the year and thus, the recorded dataset reflects the changes on a monthly basis. Hence, it is required to facilitate the system and give the flexibility for the MOMDP to adapt to time-variant variables.

Considering a reward function, the agent does the job by taking a sequence of actions $a_{t-1}$ at state $s_{t-1}$, the block will evolve into a new state $S_t$ and the
DRL algorithm will receive an immediate reward $r_t$ in the MOMDP, the reward function $\bar{R} = S \times A \times S'$ is a vector of $n$ rewards rather than a scalar with an element for each objective. Similarly, the reward function is also the vector value such as $\bar{R} = (s,a,s')$. This can be defined by Equations 1 and 2 as mentioned in the first test case.

The rewarding factor includes a penalty of (-1) for detecting the wrong station and (+1) for detecting the right one (i.e. vulnerable). During the traverse in the block, we want to maximise the accumulative reward $R$, where $\gamma = [0,1]$ is a decay factor. Agent’s target is to find out the optimal policy ($\pi^*$), which maximises the projected reward. The optimal policy, in this case, is responsible to maximise the amount of reward received or expected to receive over a lifetime. Thus, in this method, the policy is nothing but a guide to direct which action needs to be taken in a given state. Thus, the agent determines the resilient area with the highest IQA values compared to the lowest IET and IVA.

To dig into deeper, let us consider the following environment and the given information. The agent in the MOMDP needs to identify the resilient zones based on the IQA, IET and IVA. The MOMDP represents a grid-world as like as the first test case. This grid-world is formed into states (i.e. zones with stations), actions (i.e. which zone to traverse), transition models (i.e. the selection from one zone to another) and rewards (i.e. achieved by identifying the resilient zone). The solution for this MOMDP is an optimal policy that relies on the vector rewards which determines the critical as well as the resilient zones. These rewards are connected to the objectives to find out the optimal policy. Since, the dynamic nature and partially observable MOMDP, the agent requires an experience replay as to store the past observations to make the best possible decisions which are close to the Pareto Front.

Consequently, continuous input from the agent can play an important role in state formation. Hence, the state spaces can be either discrete or continuous. The agent starts from the start state $S_i$ and has to reach the resilient zone by calculating the parameters (e.g. IQA, IET and IVA). The states are represented by the coordinates of $(x, y)$ whereas the actions are the execution by the agent in a particular state. In other words, actions are sets of things that an agent is allowed to do in the given environment. Consider this example, 22 discrete states with 4 discrete actions such as up, down, right and left. Therefore, the action, $a \in A$ where, $A = \{up, down, right and left\}$. Needless to mention, this action can be treated as a function of the state, that is, $a = A(s)$, where depending on the state function, it decides the best possible action in the current state based on the vector rewards. The transition model is defined by the current state $(s)$, action $(a)$, and the new state $(s')$. This can be represented as $T(s,a,s')$ that defines the rules to traverse in the environment. It gives the probability $P(s'|s,a)$ for the new state $s'$.

Let us consider the following information is pre-defined for this environment:

- Agent traverse between the Zones $Z_1$ to $Z_{22}$ and their corresponding stations within a grid-world.
- Once the agent reaches the goal state G (critical stations), it receives a reward of +1. However, for every step, it gets -0.04 rewards.
- The agent gets -1 for selecting the wrong station C.
- Thus, these two states (i.e. G and C) are the terminal states, by reaching any of these two, the traverse is over. If the agent encounters the G state, the agent wins, while if they enter the other one, then the agent loses the game.
- Discounted factor $\gamma = 0.9$, the utility at the first-time step is 0, except for the G and C states.
- Transition probability $T(s,a,s')$ is equal to 0.8 if the agent traverses the preferred direction; otherwise, 0.1. For example, if the optimal location is up and the agent does the same then the action’s probability is 0.8 otherwise for every movement the probability is 0.1.

In the deep layer for this test case, as shown in Appendix B, stochastic gradient descent (SGD) optimisation technique is used. The output layer is connected with multiple groups of nodes. The number of groups is identical to the number of objectives (e.g., time vs. treasure value or resilient data). Each group comprises several nodes that correspond to the number of possible actions which leads to governing the policy. Technically, the DQN architecture has been created using TensorFlow and Keras and visualization and fine-tuning have been done using TensorBoard.

Given the RL framework using MOMDP discussed above, we need to find out the optimum Q value from different deep Q networks for all actions $a \in A$. These DQNs represent the state-actions portfolio that needs to be selected by an optimal policy as described in (Silver et al., 2016). A convolutional neural net has been used as the Q network estimator to separate state-value and actions. State-action networks learn the Q-values for each action $a_i$ given a state $S_t$, at some particular time step $t$ by minimising the temporal difference error.
5. Solution

In general, our target is to develop the algorithm which can ensure convergence and diversity. To implement this, a well-established reinforcement learning can be approached such as dynamic programming, Monte Carlo tree search and temporal difference learning (TD). To solve the defined problem, we need to find out all the non-dominated policies at once as explained in (Barrett and Narayanan, 2008). Considering the multi-policy search simultaneously and updating the current state, we have chosen a temporal difference learning mechanism that is model-free and off-policy such as Q learning algorithm. Moreover, it has been considered because of its capability to learn the optimal action-value function which learns from the reward function in an MDP.

5.1 Q learning

Q learning (Watkins and Dayan, 1989) is a model-free technique in a reinforcement learning settings which is used to learn an optimal Q(s, a) for the agent in an MDP (s, a, r, s’, π). It is also off-policy, optimised value function and most importantly, this fits for our simulated environment. In addition, it learns a unique policy when rewards are scalar values. This scalar-values Q learning (Watkins and Dayan, 1989) is a model-free technique in a reinforcement learning settings which is used to learn an optimal Q(s, a) for the agent in an MDP (s, a, r, s’, π). It is also off-policy, optimised value function and most importantly, this fits for our simulated environment. In addition, it learns a unique policy when rewards are scalar values. This scalar-values Q learning (Watkins and Dayan, 1989) is a model-free technique in a reinforcement learning settings which is used to learn an optimal Q(s, a) for the agent in an MDP (s, a, r, s’, π). It is also off-policy, optimised value function and most importantly, this fits for our simulated environment. In addition, it learns a unique policy when rewards are scalar values. 

The updating expression of the scalar Q-learning algorithm can be expressed using the Bellman equation (Bellman, 1958): 

\[
Q^*_n(s, a) = \max_b Q_{n-1}(s, b) + \alpha_n \left[ r_n + \gamma V_{n-1}(s') \right]; \text{ if } s = s_n \land a = a_n \quad \text{otherwise}
\]

Where, \( V_{n-1}(s) = \max_{a \in A} \bar{Q}_{n-1}(s, a, t) \)

5.2 Deep Q network selection

Mnih et al. (2015) introduced Deep Q-Network and ignited the area of RL. We critically reviewed the deep Q network and we are also aware of the drawbacks of using Deep Q network such as incompatibility in the non-Markov model (i.e. next state always relies on the current state), overestimation for continuous action space, overfitting and poor exploration due to sparse feedback. The common extensions of the DQN architecture are double DQN (Van Hasselt, Guez, Silver, & Deepmind, 2016), prioritised experience replay (Schaul, Quan, Antonoglou, Silver, & Deepmind, 2016), duelling architecture (Wang et al., 2016). In addition, Anschel, Baram, & Shimkin (2017) proposed an average of previous Q-values estimation to reduce inconsistency and instability. He et al., (2016) proposed to accelerate DQN by optimality tightening to propagate reward quicker as well as improve accuracy over DQN. Furthermore, several multi-policy algorithms have been analysed such as multi-Pareto Q learning (Ruiz-Montiel et al., 2017), multi-policy DQN (Nguyen, 2018), multi-objective Monte Carlo tree search (Wang and Sebag, 2012). The following algorithms as shown in Table 5 are considered based on the policy evaluation in DQNs:

<table>
<thead>
<tr>
<th>Item</th>
<th>Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Deep Q Network (DQN)</td>
</tr>
<tr>
<td>Support Multi-policy</td>
<td>×</td>
</tr>
<tr>
<td>Vector reward</td>
<td>×</td>
</tr>
<tr>
<td>Pros</td>
<td>It performs faster while training the network using random mini-batches from temporary memory instead of recent transitions. It performs better to reduce observed overestimations compared to DQN learning. Learn parallel multiple policies and adapt quickly when there is a change. It acquires multiple unsupported policies in a single run by constructing a tree-walk using upper confidence bounds (UCB). Finds all deterministic PF policies for an MORL settings.</td>
</tr>
</tbody>
</table>

Table 5 Comparison of the analysed algorithms
In the context of the dynamic environment and handling MOMDP, we only considered the algorithms which support multi-policy (i.e. Multi-policy DQN, MO-MCTS, and MPQ).

### 5.3 Meta-policy selection mechanism

As far as the dynamic environment is concerned, we have introduced a meta-policy (i.e. governing the policies in the policy life-cycle) that defines which policy needs to be counted and prioritise the objectives. However, it is difficult to define the meta-policy with respect to all the objectives. To overcome this problem, a parity value (i.e. dynamic weight) has been introduced before summing up the Q-values from DQNs that ensures equilibrium between objectives.

Moreover, the agent helps to devise the action selection mechanism that can lead to a better decision. The meta-policy is selected by updating the process of selecting each action by choosing $Q(s,a)$ as follows:

- The set of $Q(s,a)$ is updated with vectors from $S'$ at time step $t$ for the first time after performing an action $a$ in state $S$. In the meantime, actions in $S'$ are sampled at the time $(t+1)$ that is previously unexplored.
- As estimations are being done over time, it is likely that the $Q(s,a)$ can be created, updated and deleted at time step $(t+1)$. As a result, vectors in $S'$ that can be dominated by other vectors (van Moffaert & Nowé, 2014).

However, in the dynamic environment, the location of the optimum moves either deterministically or stochastically. This move can also be linear, non-linear, periodical or random over time during optimisation. The core difference between stationary and dynamic optimisation problems is any component that exists in the environment gets changes over time in the latter case. In the defined problem with time-varying, the desired goal of the algorithm is:

- To identify the meta-policy in the changing environment the followings need to be done:
  - detecting changes by re-evaluating detectors or changing components
  - detecting changes based on the algorithmic behaviours
  - balancing the objectives using objective relation mapping based on a dynamic weight (parity value)

In an MOMDP, where the dynamics of the problem changes to different trajectories through the metric space $\delta(t) \in \Delta$, are the parameters of the function $\delta$.

$$\delta(t) \rightarrow \delta(t + 1) \rightarrow \delta(t + 2) \rightarrow \cdots$$

Where, $T$ is a period index such that $(t) \neq \delta(t + 1)$, $\forall T$.

The following Fig. 13 shows the decision, objective space and tracking the optima over time in a dynamic environment which is observed by detecting the moving optima (Lam T. Bui, Branke, & Abbass, 2005).
The following Fig. 14 demonstrates the Q value mappings for the different policies in DQN structures. For the visualisation purpose, we have colour coded the selected policies whereas policy is selected based on the yellow columns of different objectives. Eventually, the MORL agent produces the green one which is the mapped version of the meta-policy.

The meta-policy of selecting a policy is defined by the parity value which is obtained by the objective relation mapping (ORM) in a dynamic environment to satisfy or closely satisfy the objectives. From Fig. 14, it is also observable that the policy is selected based on the individual input of the DQNs which are the representatives of the state and action for a particular objective.

The agent selects an action $a$ in the state $s$ to form the vector of $\bar{Q}(s, a)$ that is composed with the reward vectors $\bar{r} = [\bar{r}_1, \bar{r}_2, ..., \bar{r}_n]$. For each pair of the policy $\Pi(t) = \bar{Q}(s, a)$ and the next policy $\Pi(t+1) = \bar{Q}(s', a')$, the agent creates a matrix as in Equation 21:

$$
\Pi_n[i], n[i+1] \theta(t) \quad \text{where} \theta(t) = \text{Dynamic changes} \ (\theta(t-1)) \ .... \ (21)
$$

A transformation matrix is obtained by the following Equation 22:

$$
\Pi_{\text{transform}} = \Pi_n[1:n][\theta(t)], \Pi_n[1:n][\theta(t)] ... \Pi_{\text{alg}=-1}[n][\theta(t)] \ .... \ (22)
$$

Update the Pareto Front (PF) position by the following Equation 23:

$$
X(t + 1) = X(t). \Pi_{\text{transform}} \ ...................... \ (23)
$$

Where the changing severity $\Delta f = |T(PF) - O(PF)|$ is set to different points based on true PF, T (PF) and obtained PF, O (PF).

The following Fig. 15 shows the relation mapping for different objectives based on selected policies where the convolutional layers direct to form a compromised solution. This process is predominantly executed by the neural network of the deep layer and by adjusting the weights and bias for each neuron (Schmidhuber, 2015).
From the above Fig. 15, it is observable that the agent determines the compromising solutions based on the balance of the several objectives. These Q values are forwarded by the DQNs which consist of the set of state and action values for a particular episode that is generated by the emulator. In the deep layer, the weights of the neural network are adjusted based on the backpropagation procedure (Baldi and Sadowski, 2018). The obtained Q value by the agent is the average value from the DQNs that characterise all the objectives. Therefore, the selected objectives are the representation of the compound structure of all the objectives. Needless to mention, this value is made by the Q values in a finite horizon. In other words, this can be represented as the most compromising solutions that the agent could achieve in a particular episode.

The following Fig. 16 shows a visualisation of the DST environment where the agent traverse based on different meta-policies.

It is worth mentioning that in a special scenario, the changes can be undetected and thus, the moving optima cannot be identified. As a result, the solution cannot be reached.

Fig. 15. Object-relation mapping to find the equilibrium between objectives in a PQDQN architecture

Fig. 16. Visualisation of the trajectory based on the meta-policy (a) the best case-scenario and (b) the worst-case scenario

It is worth mentioning that in a special scenario, the changes can be undetected and thus, the moving optima cannot be identified. As a result, the solution cannot be reached.
5.4 High-level architecture of the proposed algorithm

The proposed solution consists of two different blocks which represent a common RL setting such as selecting states and actions. The agent interacts with the environment and selects the actions based on the ORM. The following Fig. 17 shows the components of the proposed algorithm to handle dynamic MOMDP.

Where,

Agent: The agent or algorithm lives in the simulated environment and helps to make the decision.
State: A state helps to identify the next step which will be determined by the agent. Here, a state \( S_t \) is Markov iff \( P[S_{t+1} | S_t] = P[S_{t+1} | S_t, \ldots, S_1] \)
Action: Agent’s possible moves between different states by observing new states and receiving rewards.
Policy: A policy is typically represented by the agent’s behaviours of the selection of the action.
Environment: An environment is the external entity of the agent where it interacts with the states. Here, DSTs and WQR are pre-defined environments.
Reward: The agent has a specific task which needs to be performed by the actions to earn points (e.g. negative or positive).

From the above Fig. 17, it is observable that the Q values are selected based on the states and actions. The state is selected based on the DQN networks and this value is sent to a stack where the agent looks for the best Q value. After that, the highest value is mapped with the ORM module where it forwards the best compromising objectives after satisfying the constraints. This module balances the Q values to achieve the possible optimal Q values for the different objectives by averaging them or multiplying with the preference values (e.g., if any). This action is performed based on the balancing of all the objectives. Therefore, the solutions that are provided by the PQDQN must be a compromising solution if there are more than one objectives are available. From this module, the Q value forwards to a buffer where the final action gets selected and the agent has learnt the environment in an episodic style. In the buffer setting, the first Q values pass to the agent since it follows the queue mechanism. It is worth stating that the highest Q value passes because of the \( \text{argmax} \) operator.

In addition, while traversing, the agent ensures that the traversing is completed to visit all the nodes so that there is no unexplored state. Thus, the agent interacts within the environment and learns the optimum values which lead to select the policy as discussed in the earlier section.

The target of our proposed algorithm is to detect the changes and then tracking the changing optima (i.e. local optima or ideally the global optima) over time. From the below algorithm 1, it is noticeable that we need to provide vector rewards for each action and prioritise the objectives (i.e. if needed as like as the DST-enemy attack environment to prioritise health more than treasure). Therefore, unlike the previous one, this is a 3 objectives environment. After that, the agent needs to convey the state-action pair into a deep Q network and get the highest achieved Q value (multiply with the preference value -if any) in the stack for each episode. Furthermore, the agent makes a map among the objectives with parity-Q and scalarise the q value to determine the non-dominated solutions (if any) and distance from each other. Finally, send it to a buffer for argmax and finally select the action and update the target network. The following algorithm 1 shows the proposed PQDQN algorithm.
Parity-Q Deep Q learning Network (PQDQN):  
Line 1: Initialise: Temp Memory T // temporary list  
Line 2: Initialise: Set action value-function Q with random/arbitrary numbers  
Line 3: Initialise: Set two fully connected layers for the n<sup>th</sup> objective (two/three different objectives) attached to the vector reward \( r_{t+k+1} \) for multiple policies  
Line 4: Initialise: Set the temp functions for each objective  
Observe: initial state S  
Line 5: for each episode \( e \in \{1, 2, \ldots, M\} \) do  
Line 6: observe reward r and new state s'  
Line 7: if (state!=0){  
Line 8: select an action a arbitrarily with possibility of \( \mu \)  
Line 9: else  
Line 10: select action \( \mu_{t+1} = \mu_{t+1}(s', a') \) // identified the highest Q value to select the action  
Line 11: }  
Line 12: store experience in Temp T \[ [s, \mu, r, s'] \]  
Line 13: Get sample transitions from Temp T  
Line 14: Create a list/table R (to store combined Q values)  
Line 15: While (Transitions!=0 in store experience){  
Line 16: If (ss'== terminal state)  
Line 17: \( t_t = r_t + \gamma \max_{a'} Q(s', a') \)  
Line 18: else  
Line 19: set \( t_t = r_t \)  
Line 20: Train the Q network with pre-defined loss  
Line 21: s=s'  
Line 22: end  
Line 23: Create a stack for objective 1, \( \hat{S}_1 \) which consists of \([E_1, \ldots, E_n]\) for the value functions  
Line 24: while (\( \hat{S}_1 \) is not empty)  
Line 25: Push in stack \( \hat{S}_1 \rightarrow E_1: (Q_1(s, a_1) \text{ value of Objective }_1(s, a)) \)  
Line 26: If (\( E_1 < E_n \) )  
Line 27: Pop the stack \( \hat{S}_1 \)  
Line 28: Insert \( E_n \) into the stack \( \hat{S}_2 \)  
Line 29: Otherwise, Insert \( E_1 \) into the stack \( \hat{S}_2 \)  
Line 30: end  
Line 31: Create a stack for objective 2, \( \hat{S}_2 \) which consists of \([E_1, \ldots, E_n]\) for the value functions  
Line 32: while (\( \hat{S}_2 \) is not empty)  
Line 33: Push in stack \( \hat{S}_2 \rightarrow E_2: (Q_1(s, a_1) \text{ value of Objective }_2(s, a)) \)  
Line 34: If (\( E_2 < E_n \) )  
Line 35: Pop the stack \( \hat{S}_2 \)  
Line 36: Insert \( E_n \) into the stack \( \hat{S}_1 \)  
Line 37: Otherwise, Insert \( E_2 \) into the stack \( \hat{S}_1 \)  
Line 38: end [continue the push/pop block up to nth objectives]  
Line 39: Select the action \( <\text{association map} \ (E_1\sim E_2) \|| (E_1\sim E_n)> \) based on the dynamic weight to balance the objectives (i.e. parity value)  
Line 40: Store the value of Q = \( Q_1^*(s, a) \) in a Buffer for enqueue and dequeue at time t (i.e. changing optima).  
Line 41: Select the argmax (Q)  
Line 42: Update target network \( Q^* \rightarrow \text{optimum value among objective}_1, \text{objective}_2 \text{ and objective}_n \)  

5.5 Solving the real-world problem by the developed expert system  
AI techniques may involve complex manual implementation that can reduce their practical efficiency for water quality managers. Practitioners need to be trained in programming or coding to apply such complicated models. Hence, an easy user interface (UI) based expert system or application (shown in fig. 18) is developed to serve the purpose. The developed system is created based on MATLAB (2018a) with python version (3.5) with the libraries (i.e. tensorflow and keras). See Appendix C for the implementation of code. We have considered the IQA, IET and IVA values and have calculated the predicted values by the agent for each zone and showed in the normalized forms (resilient or not). Finally, we showed the values for the vulnerable zones based on the water quality resilience that is determined by the meta-policy of our developed PQDQN.
The Fig. 18(b) shows the identified vulnerable zone is 5 which has 32 stations and among them, the most critical point is Ribeirão Quilombo based on water quality resilience.

6. Empirical analysis and discussions

6.1 Results

In order to determine the performance, we compared the proposed algorithm with the well-known deep Q learning algorithms which can handle multi-policies such as multi-policy DQN (MDQN), Multi-objective Monte Carlo Tree Search (MO-MCTS), and Multi Pareto Q learning (MPQ). To make a fair comparison for the different algorithms, we used the following learning hyperparameters (shown in Table 6) for every algorithm.

Table 6
Hyperparameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning steps</td>
<td>3 Million</td>
</tr>
<tr>
<td>Agent’s Evaluation (Interval)</td>
<td>1 Million</td>
</tr>
<tr>
<td>Replay memory size</td>
<td>10000</td>
</tr>
<tr>
<td>Target network update rate</td>
<td>1000</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Exploration rate</td>
<td>0.4</td>
</tr>
<tr>
<td>ε end step</td>
<td>1000</td>
</tr>
<tr>
<td>Discount factor</td>
<td>0.97</td>
</tr>
<tr>
<td>Optimiser</td>
<td>Adam</td>
</tr>
<tr>
<td>Batch size</td>
<td>32</td>
</tr>
<tr>
<td>No-op max</td>
<td>40</td>
</tr>
</tbody>
</table>

In this structure as shown in Table 6, an experience replay, and a target network have been utilised to stabilise the network and the learning procedure. To reach all the states including the unvisited nodes, a ε-greedy exploration policy has been implemented with annealing from 1 to 0.05. The discount factor is γ = 0.97, and the target network is reset in every 150 episodes. To stabilise the learning, mini batches of 32 is used where the number of training chunk for each Adam update is computed. The replay memory size is set to 10K where the Adam are sampled from recent actions. The optimisation algorithm of Adam in Keras implementation with a learning rate of 0.001 is used which is based on RMSProp (Wilson et al., 2017). For the experimental interval, the average steps have been counted after 1000 steps. We have used two convolutional layers of 16×3×3 and 32×3×3 with the rectified linear unit (ReLU) as an activation function. Moreover, a fully connected layer has been established on the top of the two layers. See Appendix D for the whole setup including the decay, loss and the kernel functions architecture with the number of tensors. In addition, in the beginning, the number of “do nothing” actions have been set to 40 at the start of an episode.

The following Table 7 shows the average number of steps in thousands to reach the goal state and total expected return (i.e. reward) of MPQ, MO-MCTS and MPDQN. The ± shows the average higher and lower values to reach the goal state and obtain the rewards. The average calculation has been measured based on 100 agents.

Table 7: Average number of steps and total expected return (in thousands)

<table>
<thead>
<tr>
<th>Environment</th>
<th>Metric</th>
<th>MPQ</th>
<th>MO-MCTS</th>
<th>MPDQN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic DST (Silver and Gold)</td>
<td>#Steps</td>
<td>34320.5</td>
<td>45065.2</td>
<td>58323.0</td>
</tr>
<tr>
<td></td>
<td>(±253.1)</td>
<td>(±174.2)</td>
<td>(±223.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>#Return</td>
<td>6225.2</td>
<td>7055.0</td>
<td>5015.4</td>
</tr>
<tr>
<td></td>
<td>(±123.6)</td>
<td>(±89.4)</td>
<td>(±100.6)</td>
<td></td>
</tr>
<tr>
<td>Dynamic DST (Attack by enemy)</td>
<td>#Steps</td>
<td>76552.2</td>
<td>40349.5</td>
<td>68233.2</td>
</tr>
<tr>
<td></td>
<td>(±348.6)</td>
<td>(±296.5)</td>
<td>(±463.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>#Return</td>
<td>2642.5</td>
<td>3405.6</td>
<td>2215.7</td>
</tr>
<tr>
<td></td>
<td>(±229.0)</td>
<td>(±74.2)</td>
<td>(±152.2)</td>
<td></td>
</tr>
<tr>
<td>Water quality resilience</td>
<td>#Steps</td>
<td>93680.2</td>
<td>87462.3</td>
<td>94275.5</td>
</tr>
<tr>
<td></td>
<td>(±328.1)</td>
<td>(±64.2)</td>
<td>(±325.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>#Return</td>
<td>22151.2</td>
<td>30255.3</td>
<td>14695.7</td>
</tr>
<tr>
<td></td>
<td>(±213.5)</td>
<td>(±18.6)</td>
<td>(±175.8)</td>
<td></td>
</tr>
</tbody>
</table>
Table 8 shows the training steps until convergence over 100 agents.

**Table 8**: Average number of steps (i.e. elapsed time) and total expected return for the proposed PQDQN

<table>
<thead>
<tr>
<th>Environment</th>
<th>Parity Q Deep Q Network (PQDQN)</th>
<th>Average Steps</th>
<th>Maximum Steps</th>
<th>Average Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic DST (Silver and Gold)</td>
<td></td>
<td>25849.01</td>
<td>65882.19</td>
<td>9128.06</td>
</tr>
<tr>
<td>Dynamic DST (Attack by enemy)</td>
<td></td>
<td>55894.24</td>
<td>92586.30</td>
<td>4305.21</td>
</tr>
<tr>
<td>Water quality resilience</td>
<td></td>
<td>86365.89</td>
<td>256748.53</td>
<td>38130.26</td>
</tr>
</tbody>
</table>

From the above two tables (7 and 8), it is clear that our developed PQDQN earns highest expected rewards than MPDQN, MPQ and MO-MCTS in all the cases. However, the proposed algorithm takes reasonably higher steps compared to MO-MCTS in the Dynamic DST (attack by enemy) environment. The possible reason for this is the randomness generation by the enemy where the enemy submarine hits the agent randomly and damages its health meter.

The following Fig. 19 shows the heatmap of the traverse by the agent in 4 different algorithms. The deep red zone shows a better path to be followed according to the true Pareto front. For the simplification, we have only shown the silver one in the dynamic DST environment.

![Fig. 19. Heatmap of average visited states over 100 agents for dynamic DST (silver only) (a) Parity-Q DQN (b) MO-MCTS (c) MPQ (d) MPDQN](image)

From the above Fig. 19, it is noticeable that the average traverse of the 100 agents is more accurate for PQDQN compared to the other algorithms.

The following Fig. 20 shows the accuracy based on the known optimal solution for dynamic DST (silver and gold) over 1 million steps where PQDQN performs better than other algorithms. In this environment, MPDQN performs worse than any other algorithms.

![Fig. 20. Learning accuracy over 1M steps for dynamic DST (silver and gold)](image)
The following Fig. 21 shows the mean squared error with respect to the output of the Q values from each DQN compared to the known optimal solution of the dynamic DST (attack by enemy) environment over 1 Million steps where our developed algorithm performs reasonably better than MO-MCTS algorithm.

![Mean Squared Error](image)

**Fig. 21. Mean squared error over 1M steps for dynamic DST (attack by enemy)**

Furthermore, the distribution of the weight-bias has been analysed in this research. Considering a typical ANN, each neuron is connected via a weight to another neuron. Besides, the bias unit is an extra neuron to each pre-output layer that is not connected to the previous layers. The following figures show the bias and weights distribution for the different convolutional and connected layers in the given network. The following Fig. 22 shows a bias and weight distributions with the learning rate of 1E-3 for predicting water quality resilience (see Appendix E for more details).

![Bias and Weights Distributions](image)

**Fig. 22. Bias and weights distributions on the learning rate of 1E-03 for predicting water quality resilience**

The following Fig. 23 shows the vulnerable areas identified by the developed algorithm based on IQA, IET and IVA. It is noticeable that the developed algorithm can identify all the zones which are vulnerable (see Appendix F (1, 2, and 3)).
The following Fig. 24 shows the comparison of the efficient Pareto frontier obtained by the PQDQN with the best known Pareto frontier where the red dots show the true Pareto front while the grey dots show the achieved Pareto frontier by the developed algorithm.

6.2 Evaluation

To evaluate the performance of the proposed algorithm, three evaluation matrices such as generational distance measure (GD), inverted generational distance (IGD) and Hypervolume (HV) are considered. GD (Equation 24) measures the distance between the optimised optimal PF and the true one. Mehnen et al., (2006) have proposed to calculate the GD metric in the decision space since some DMOPs have optimal PSs that dynamically changes over time. To calculate the GD, knowledge of POF is required and a reference set. In this study, we have taken the best known POF for all our defined problems such as DST (silver and gold), DST (attack by enemy) and identifying the vulnerable zones.

\[ GD = \frac{\eta_{POF}^*}{\sum_{i=1}^{\eta_{POF}^*} d_i} \]  

Where, \( \eta_{POF}^* \) represents the number of solutions in POF* and \( d_i \) is the Euclidean distance in the objective space between solution I of POF* and the nearest neighbour of POF*.

IGD (Equation 25) which is introduced by (Sierra & Coello, 2005) to overcome the non-adherence by GD. It is defined mathematically as follows:
\[ IGD(PF, PF^*) = \frac{\sum_{v \in Pf} \max_{v_i \in v_i} (x_i - v_i)}{\max_{v_i \in Pf} \max_{v_i \in Pf}} \]  \hspace{1cm} (25)

HV is used to measure how much of the objective space is dominated by a non-dominated set. HV can be determined by Equation 6:

\[ HV = \text{volume } \{U_{i=1}^{10}v_i\} \]  \hspace{1cm} (26)

Here, \( U_{i=1}^{10}v_i \) represents the union of all hypercubes of \( v_i \) in accordance with a reference point of POF where \( i \in S \) (Cámara et al., 2009).

To clarify more, the distance-based performance has been measured by GD and IGD where the lower values are the better and the dominance is measured by the HV where a higher value of the HV is better.

For the dynamic DST (silver and gold), PQDQN performs better compared to the MO-MCTS, MPQ, and MPDQN with the smallest mean values for the IGD and GD matrices over 100 agents as shown in Fig. 25. In addition, PQDQN achieved the highest mean values for HV that reflects its dominance in this testbed. In this scenario, the second-best algorithm is MO-MCTS that performs better than MPQ and MPDQN in terms of all the cases except for the IGD where MPDQN performs better than MPQ and MO-MCTS. However, MPDQN performs poorly in all the measured criteria, especially compared to the proposed algorithm.

On the other hand, for the dynamic DST environment (attack by enemy), MO-MCTS performs better compared to PQDQN, MPQ and MPDQN for GD as shown in Fig. 26. However, in terms of IGD, PQDQN has achieved better result compared to all the considered algorithms. In this scenario, MPQ performs best in terms of HV and the second-best performer is MO-MCTS.
The following Fig. 27 shows the GD, IGD and HV measure to identify the vulnerable zones based on the water quality resilience environment. In this scenario, our proposed algorithm shows superiority in all the measured criteria (i.e. GD, IGD and HV). MO-MCTS becomes the second best-performer in terms of GD and IGD.

![Fig. 27. Performance comparisons of the algorithms for WQR environment in terms of GD, IGD and HV](image)

Overall, we can conclude that PQDQN performs significantly better in all the test cases except the dynamic DST (attack by enemy) environment. It is also observable that our proposed benchmark satisfies the dynamics and supports type II, III and IV. PQDQN outperforms considered algorithms in terms of convergence. The results also show that the 2nd best algorithm in this context is MO-MCTS. In addition, the result also reveals that MPDQN performs the worst in every environment.

To sum up, regarding the benchmark, the following Table 9 shows the changing PF and PS criteria of the existing DST and the proposed dynamic DSTs which eventually give an overall understanding and evidential views for defining the dynamics.

**Table 9: Comparisons of the PF and PS between the existing and proposed benchmark**

<table>
<thead>
<tr>
<th>Testbeds</th>
<th>PF</th>
<th>PS</th>
<th>Objective(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classic DST</td>
<td>Invariant</td>
<td>Invariant</td>
<td>Invariant</td>
</tr>
<tr>
<td>Dynamic DST (random)</td>
<td>Variant</td>
<td>Variant</td>
<td>Invariant</td>
</tr>
<tr>
<td>Dynamic DST (silver and gold)</td>
<td>Variant</td>
<td>Invariant</td>
<td>Invariant</td>
</tr>
<tr>
<td>Dynamic DST (attack by enemy)</td>
<td>Invariant</td>
<td>Invariant</td>
<td>Variant</td>
</tr>
</tbody>
</table>

6.3 Limitations and areas for improvement

In the context of the developing of the dynamic multi-objective optimisation benchmark, we designed based on type 2, 3, and 4. There is an opportunity to extend this work for type 1 (i.e. optimal PS changes where the optimal PF remains invariant). Overall, the benchmarks can be further modified by introducing different obstacles that may change over time. We have considered up to 3 objectives (i.e. DST attack by enemy). It is possible to increase the objectives and convert this benchmark into many objectives problem.
In addition, we haven’t implemented more than one agent to identify a better policy. Therefore, multi-agent or human-agent teamwork can be integrated to make a better and on-demand resolution in real-time. In terms of integrating real-world scenarios, raw pixels of the environment can be embedded for an interesting enhancement of this work. This can be implicated in video games, stock-exchange prediction, image processing and so on.

In the context of the algorithm development, we have considered predominantly the off-policy algorithms. However, a model-based and on-policy algorithm can be explored further to investigate the applicability and efficacy of the algorithm. The scope of the parity-Q deep Q network can be enhanced in many objectives scenario. Besides, incorporating parallel computing can significantly reduce the elapsed time of being trained for the developed algorithm.

7. Conclusions

In this study, we have focused in three challenges in the domain of dynamic multi-objective optimisation in RL settings in terms of a benchmark and an efficient algorithm for dynamic DMOP and its application in the real-world scenario. We have identified the absence of a benchmark in the area of dynamic multi-objective optimisation in RL settings. We addressed that gap and created the extended version of DST that successfully satisfies the dynamics in terms of changing parameters of a defined environment over time. Our proposed generic algorithm (i.e. PQDQN) enables decomposition of problems into sub-problems and make a relation and map with different objectives to find out compromising solutions that adhere to the PDF. It also provides a method for robust manipulation of priorities after the training which may ignore a specific behaviour or objective provided by DQN. It allows new objective to accommodate with the trained agent without any retraining and behaviour tuning of the agent. It also generates meta-policy (i.e. governs the policy) to identify which policy needs to be selected. In addition, we successfully deployed the developed algorithm in a real-world scenario where our agent outperforms other multi-policy algorithms such as MO-MCTS, MPQ and MPDQN. Though the agent requires higher elapsed time to be trained compared to the MO-MCTS agent in the DST (attack by enemy) environment, its accuracy in finding the Pareto optimum solutions is significantly enhanced compared to the MPDQN and MPQ. In addition to that, we were able to identify the vulnerable zones based on the water quality resilience. And, we have found that the most vulnerable zones are 5 (Ribeirão Quilombo), 6 (Reservatório do Guapiranga) and 15 (Ribeirão do Marinheiro) in terms of water quality resilience in São Paulo, Brazil. This experiment also shows an easy implementation of deep reinforcement learning to solve a practical problem using multi-objective Markov decision process (MOMDP). The result shows that in a stochastic MOMDP setting where there is randomness, the proposed algorithm performs better than MPQ and MPDQN. Our algorithm is being tested for the two objectives scenarios (i.e. DST (silver and gold) and WQR model) and the three objectives (DST attack by enemy) scenario. In future work, we aim to test our developed algorithm in many objectives (i.e. more than 4 objectives) scenario. In addition, using deep learning by nature is CPU intensive, therefore, GPU is going to be used to enhance the matrix operations in the next phase of this research. Furthermore, as far as the dynamic DST testbed is concerned, it will provide the opportunity to the researchers with a new dimension to do their research and enable them to test their algorithms in solving everyday problems of human life that are dynamic in nature.
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Appendices:
Appendix A:

A: Treasure values and the Pareto frontiers

In this appendix, treasure distributions have been shown in Table A.1. Identified treasure values (i.e. Pareto frontier) for the dynamic DST (silver and gold) have been shown in Table A.2. Two scenarios are described in the dynamic DST (attack by enemy) environment with the identified treasure values along with the time cost.

To get more details, click the following video link: (https://www.dropbox.com/sh/joku75dhwckjhbua/AAAdPEr2iOyZjdMe0Q-f3eTa?dl=0) which has been created while traversing the agent in different scenarios.

Table A. 1: DST testbed treasure values

<table>
<thead>
<tr>
<th>Treasure types</th>
<th>Treasure values</th>
</tr>
</thead>
<tbody>
<tr>
<td>DST (silver and gold)</td>
<td>Silver 1,2,3,5,8,16,24,50,74,124</td>
</tr>
<tr>
<td></td>
<td>Gold 100,925,1231,1442,1525,1597,1797,1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>829,1889,1900</td>
</tr>
<tr>
<td>DST (attack by enemy)</td>
<td>1,2,3,5,8,16,24,50,74,124</td>
</tr>
</tbody>
</table>

Table A. 2: Treasure values for the Pareto Frontier (Silver and Gold)

<table>
<thead>
<tr>
<th>Treasure Types</th>
<th>Identified Treasures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silver</td>
<td>1, 2, 3, 5, 50, 74, 124</td>
</tr>
<tr>
<td>Gold</td>
<td>1597, 1797, 1829</td>
</tr>
</tbody>
</table>

Table A. 3: Treasure values for the Pareto Frontier (attack by enemy- scenario 1)

<table>
<thead>
<tr>
<th>Identified Treasures</th>
<th>Time Cost</th>
<th>Health Meter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>24</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>74</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>124</td>
<td>19</td>
<td>2</td>
</tr>
</tbody>
</table>

Table A. 4: Treasure values for the Pareto Frontier (attack by enemy- scenario 2)

<table>
<thead>
<tr>
<th>Identified Treasures</th>
<th>Time Cost</th>
<th>Health Meter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>24</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>74</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>124</td>
<td>19</td>
<td>8</td>
</tr>
</tbody>
</table>
Appendix B:

The initial phase of the WQR project has been considered of a quantitative nature to build the model. The model uses numerical input data that is gathered from the CETESB dataset for water quality in 22 zones in São Paulo, Brazil. To give an overall understanding of the procedures, the following figure B1 shows a bird’s eye view of how to repeat the process where the novelty is to formalise the MOMDP for a historical dataset in RL settings. This has been discussed systematically in the MethodsX paper.

![Diagram](image)

Fig. B1. Process to repeat the work in a different dataset

Similar to the first test case, we have used an identical setting of the hyperparameters for a fair comparison and the experimental setup for all of the considered algorithms. The following Table B1 shows the list of hyperparameters that has been used for the second test case to determine the vulnerable zones based on the water quality resilience in the RL settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning steps</td>
<td>3 Million</td>
</tr>
<tr>
<td>Agent’s Evaluation (Interval)</td>
<td>1 Million</td>
</tr>
<tr>
<td>Replay memory size</td>
<td>10000</td>
</tr>
<tr>
<td>Target network update rate</td>
<td>1000</td>
</tr>
<tr>
<td>Learning rate (α)</td>
<td>0.001</td>
</tr>
<tr>
<td>Exploration rate</td>
<td>0.4</td>
</tr>
<tr>
<td>ε end step</td>
<td>1000</td>
</tr>
<tr>
<td>Discount factor</td>
<td>0.9</td>
</tr>
<tr>
<td>Optimiser</td>
<td>Stochastic Gradient Descent (SGD)</td>
</tr>
<tr>
<td>Batch size</td>
<td>32</td>
</tr>
<tr>
<td>No-op max</td>
<td>40</td>
</tr>
</tbody>
</table>

Where, the network architecture has 4 convolutional layers. The first convolutional layer is devised by 32 filters of size 8x8 and a stride of 4. Also, the first layer is followed by 2 layers with 64 filters of size 4x4 and a stride of 2. The last convolutional layer comprised of 64 filters of size 3x3 and a stride of 1. These convolutional layers are followed by a 512 units of a fully connected layer.

Appendix C:

Keras Implementation for SGD:

```python
sgd = SGD(lr=0.1, decay=1e-6, momentum=0.9, nesterov=True)
model.compile(loss='mean_squared_error', optimizer=sgd)
```

Keras Implementation for Adam:

```python
keras.optimizers.Adam(lr=0.001, beta_1=0.9, beta_2=0.999, epsilon=None, decay=0.0, amsgrad=False)
model.compile(loss='mean_squared_error', optimizer=adam)
```
Appendix D:

In this section, a detailed visualisation of the deep layers has been illustrated which is generated by the TensorBoard.

Fig D. 1. Bird’s eye view of the deep layer network
Appendix E:

Fig. E. 1: Weight-bias distribution for dynamic DST (silver and gold)

Fig. E. 2: Weight-bias distribution for dynamic DST (attack by enemy)

Fig. E. 3: Weight-bias distribution for WQR environment
Appendix F:
Identified vulnerable zones based on IQA, IET and IVA have been shown in Fig. F.1, Fig. F.2 and Fig. F.3 respectively.

Fig. F1. Heatmap for identified vulnerable zones based on IQA
Fig. F2. Heatmap for identified vulnerable zones based on IET

Fig. F3. Heatmap for identified vulnerable zones based on IVA