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Abstract

Recent studies have used Coh-Metrix, an automated text analyzer, to assess differences in language characteristics across different genres/academic disciplines (Graesser, McNamara, Kulikowich, 2011; McNamara, Graesser, McCarthy, & Cai, 2014). Coh-Metrix analyzes text on many constructs at different levels, including Word Concreteness (versus abstractness), Narrativity (versus informational), Deep Cohesion, Referential Cohesion, and Syntactic Simplicity. In previous research, texts in the natural sciences had lower Narrativity and Word Concreteness than texts in the language arts, while being higher in Syntactic Simplicity and Referential Cohesion. This pattern suggests a form of compensation in which difficulty on one dimension (e.g., Word Concreteness) is compensated for by increasing text ease on another dimension (e.g., Syntactic Simplicity). In the present study we provide a further test of this compensation idea by analyzing oral language use across humanities and natural science lectures. We demonstrate that decreases in Word Concreteness across lectures are associated with increases in Narrativity, Deep Cohesion, and Syntactic Simplicity. In addition, within lectures decreases in Word Concreteness are associated with increases in Syntactic Simplicity. Compensatory mechanisms are discussed in this article at different levels of language and discourse.

Keywords: language, education, lectures, oral discourse, linguistic compensation, Coh-Metrix
The Language of Instruction: Compensating for Challenge in Lectures

Individuals vary different features of their speech and writing as a function of different situational characteristics (Ashburn & Gordon, 1981; Fraser & Roberts, 1975; Magnifico, 2010; McNamara, 2013; Walker, Risko, & Kingstone, 2014). For example, individuals produce more fillers (um and uh) when speaking to a human than a computer (Walker et al., 2014), caregivers adopt syntactically simpler language when talking to the elderly (Ashburn & Gordon, 1981), and speakers produce longer utterances in the absence of time pressure (Müller, Großmann-Hutter, Rummer, & Wittig, 2001). Similarly, authors’ choice of text features (e.g., sentence complexity, text cohesion) is driven by their readers' needs (Magnifico, 2010; McNamara, 2013). One potential function of such variation, at least from the speaker’s/writer’s perspective, could be to facilitate listener/reader comprehension (McNamara, 2013; Thornton & Light, 2006). As such this behavior might be particularly important in instructional contexts. Indeed, recent work has uncovered evidence that linguistic characteristics of texts vary across different genres and academic disciplines in a manner that suggests that writers are compensating for challenges on one (or more) dimensions of text difficulty by simplifying other dimensions (Graesser, McNamara, Cai, Conley, Li, & Pennebaker, 2014; Graesser, McNamara, & Kulikowich, 2011; McNamara, 2013; McNamara, Graesser, & Louwerve, 2012). For example, science texts normally have difficult conceptual topics, but they tend to have simpler syntax and higher referential cohesion than narrative texts (e.g., stories). In the current study we expand on the investigation of these putative compensation mechanisms by exploring variation in speech characteristics during academic lectures.
Text Measures Across Genres/Academic Disciplines

A series of recent studies (e.g., Graesser et al., 2011; Graesser et al., 2014; Lightman, McCarthy, Dufty, & McNamara, 2007; McNamara, 2013; McNamara et al., 2012) have used Coh-Metrix (Graesser, McNamara, Louwerse, & Cai, 2004; McNamara, Graesser, McCarthy, & Cai, 2014) to assess how features of texts differ across different genres and academic disciplines. Coh-Metrix is an automated text analyzer that computes various measures of cohesion and readability indices of text. It provides measures of five principal components (Word Concreteness, Narrativity, Deep Cohesion, Referential Cohesion, and Syntactic Simplicity) that are composed of 53 language-discourse measures. These top-five principle components accounted for over 54% of text variability among 37,520 paragraph-length texts in a multidimensional space (Graesser et al., 2011). Each of these components provides a measure of “ease” (or difficulty) where higher scores are associated with “easier” text on a given dimension. It is important to note that the labels for the principal components represent hypotheses about the underlying construct and should be interpreted with the possibility that there may be alternative interpretations. As a result, it is important to critically evaluate patterns at the level of the individual discourse measures that make up each component when interpreting results. In the present investigation, we focus on the principal components but, also consider discourse measures independent of those components.

The Word Concreteness principal component is jointly determined by the measures of word concreteness, word meaningfulness, and word imageability (the values are derived from the Medical Research Council (MRC) Psycholinguistic database; Coltheart, 1981). Clark and Paivio (2004) identified a similar principal component in earlier work. Previous research has demonstrated that comprehension and memory for text/oral discourse increase with the increases
in these measures (Allen & Hulme, 2006; Bourassa & Besner, 1994; Danks, 1969; Clark & Paivio, 1991; Graesser et al., 2011; Hidi & Baird, 1988; Kroll & Merves, 1986; McNamara, 2013; Mosenthal, 1996; Nelson & Schreiber, 1992; Paivio, 1990; Sadoski & Paivio, 2013; Schraw, Bruning, & Svoboda, 1995; Strain, Patterson, & Seidenberg, 1995; Wade & Adams, 1990). Such effects have been explained in the context of Dual Coding Theory (DCT; Paivio, 1971, 1986; Clark & Paivio, 1991; Sadoski & Paivio, 2013) where the activation of two distinct mental codes, the verbal and the nonverbal code, facilitates processing.

Narrativity refers to the extent to which a text can be categorized as narrative as opposed to informational (e.g., Biber, 1988). A high Narrativity score indicates a more story-like discourse (i.e., the frequent use of verbs, adverbs, and intentional actions, events, and particles). Another fundamental aspect of this component is that it reflects measures characteristic of everyday conversation, such as word familiarity and simpler syntactic constructions (e.g., the use of shorter noun phrases and fewer words before the main verb or clause). Previous studies (e.g., Graesser et al., 2011; Graesser et al., 2014; McNamara et al., 2012) have demonstrated that actual narrative texts (as coded by other researchers) are consistently higher on this dimension than informational texts (e.g., science and social studies). Moreover, narrative texts are generally easier to comprehend, are read faster, and recalled better than informational texts (Graesser, Hauft-Smith, Cohen, & Pyles, 1980; Haberlandt & Graesser, 1985). Narrativity scores negatively correlate with grade level estimates very robustly (Graesser et al., 2011; Nelson, Perfetti, Liben, & Liben, 2012; Pearson & Hiebert, 2010).

High Deep Cohesion indicates frequent use of causal (e.g., because, so), temporal (e.g., after, before), logical (e.g., and then, if-then), additive (e.g., moreover, however), and/or adversative connectives (e.g., but, although), a feature that suggests that ideas in text are
explicitly linked (Cain & Nash, 2011; Crismore, Markkanen, & Steffensen, 1993; McNamara et al., 2014). When the links among the ideas in text are lacking, comprehension can be disrupted (e.g., Britton & Gulgoz, 1991; Kintsch, 1990; Zwaan & Radvansky, 1998).

High Referential Cohesion indicates frequent overlap (i.e., coreference) of nouns, arguments, stems, and content words between sentences, again implying linking of words and concepts between sentences (McNamara & Kintsch, 1996). Previous studies (e.g., Kintsch, Kozminsky, Streby, McKoon, & Keenan, 1975; Vidal-Abarca, Martinez, & Gilabert, 2000) have demonstrated that increasing referential links increases text comprehension and recall.

Syntactic Simplicity is determined by several measures, such as the number of words per sentence and the number of words before the main verb of the main clause (i.e., simpler sentences will be shorter and contain fewer words before the main verb). Longer sentences increase comprehension difficulty because they place a greater load on working memory compared to shorter sentences (Caplan & Waters, 1999, but also see MacDonald, 1997).

In the following, when referring to Coh-Metrix principal components we use capitals in order to distinguish these references from references to related constructs (e.g., the measure word concreteness is a subcomponent of the Word Concreteness principal component). Nonetheless, each Coh-Metrix principal component represents a hypothesized measure of its associated construct (for more details see Graesser et al., 2004; Graesser et al., 2011; Graesser et al., 2014; Li et al., 2013; McNamara et al., 2014).

Using Coh-Metrix, previous studies (Graesser et al., 2011; Graesser et al., 2014; McNamara, 2013) reported that texts in the natural sciences were characterized by lower Narrativity and Word Concreteness than texts in the language arts, while also being higher in Syntactic Simplicity and Referential Cohesion. The authors suggested that this pattern reflected a
linguistic tradeoff in which the use of a large proportion of unfamiliar ideas (i.e., lower Narrativity) and abstract words (i.e., lower Word Concreteness) in the science texts was compensated for by the use of simpler syntax (e.g., shorter and less complex sentences) and more cohesion (e.g., greater word overlap). Thus, topic was argued to lead to the use of less narrative and less concrete language and, in order to compensate for this difficulty, writers were held to use simpler syntax and more cohesive language. These findings are in line with other analyses of the linguistic features of narrative and instructional texts (McNamara et al., 2012, 2014).

Why Investigate Linguistic Compensation?

The understanding of linguistic compensation has important implications for educational practice. For example, as a result of this putative linguistic compensation behavior, texts would rarely be “challenging” on all indices of text ease, a feature that in theory could aid comprehension (McNamara, 2013). In other words, linguistic compensation provides a potential route through which the “overall” difficulty of to-be-learned material can be controlled. Consistent with this idea, Beck and colleagues (Beck, McKeown, Sinatra, & Loxterman, 1991; Beck, McKeown, & Worthy, 1995) have demonstrated that “abstract” textbook passages can be modified to enhance comprehension and recall by adding more action and conversational language (which would correspond to Narrativity in Coh-Metrix), cohesion (corresponding to Referential Cohesion in Coh-Metrix), and connectivity (corresponding to Deep Cohesion in Coh-Metrix), as well as breaking complex sentences into several simpler sentences (corresponding to Syntactic Simplicity in Coh-Metrix). Thus, comprehension and recall of more abstract texts can be enhanced by modifying other discourse features (e.g., adding more cohesion, simpler syntax).

Linguistic compensation in practice could be implemented to either simplify complex material (as above), or to introduce challenge. As such, linguistic compensation can be viewed as
a means of keeping instructional discourse within an optimal zone of comprehension difficulty (i.e., not to easy, not too hard, e.g., Graesser et al., 2014; McNamara et al., 2014; Wolfe, Schreiner, Rehder, Lham, Foltz, Kintsch, & Landauer, 1998). A good illustration of the potential educational benefit of keeping text within an optimal zone of difficulty is the reverse cohesion effect (O’Reilly & McNamara, 2007) where students with low knowledge benefit from added cohesion whereas students with high knowledge benefit from less cohesive texts on measures that tap deeper comprehension. The lower cohesion encourages high knowledge readers to be more active comprehenders and generate more inferences. In a similar vein, the expertise reversal effect, where the optimal amount of challenge increases as expertise increases (Kalyuga, Ayres, Chandler, & Sweller, 2003), provides empirical support for the general notion of keeping educational material within an optimal zone. Critically, as this research demonstrates, “optimal” does not always mean “easier.” In the learning and cognitive sciences, this idea has been formalized as a tradeoff between assistance (e.g., scaffolding) versus generative student activity when a student is learning, with the implication that there is a zone where assistance is optimal for learning (Koedinger & Aleven, 2007; Koedinger, Pavlik Jr., McLaren, & Aleven, 2008). Understanding the nature of this optimal zone of comprehension difficulty represents an important goal in educational psychology and investigating how instructors manage this delicate balance to stay within this optimal zone (or fail to), whether in the written or spoken word, represents a step in this larger goal.

Present Investigation

In this study, we further examine the notion of linguistic compensation. Specifically, we examine the idea that decreases in ease on Word Concreteness (a principal component made up of word concreteness, word meaningfulness, and word imageability) and Narrativity are
associated with increases in ease on other dimensions (e.g., Deep Cohesion, Referential Cohesion, Syntactic Simplicity) in an instructional context. We expand on previous research by shifting from texts to instructional oral discourse, specifically, lectures. Research using Coh-Metrix has primarily focused on written text, but has also been used to analyze naturalistic oral discourse (Graesser, Jeon, & Cai, 2008; Graesser, Jeon, Yang, & Cai, 2007; Louwerse, McCarthy, McNamara, & Graesser, 2004; McNamara, Graesser, McCarthy, & Cai, 2014). Moreover, to the extent that both oral discourse and printed text compositions are intended to communicate informative content to an audience, we can expect them to have similar characteristics, namely to be understandable and coherent (Graesser & McNamara, 2011). In addition, lectures involve only one voice, they are planned (roughly) in advance, and designed for a general audience rather than a single person (Stein, 1992; Tannen, 1982). Lectures are also the dominant teaching method in higher education (Bligh, 1972; Finkelstein, Seal, & Schuster, 1998; Lammers & Murphy, 2002; Pritchard, 2010). For example, Griffin and Cashin (1989) reported that almost 75% of college courses use lectures as a primary instructional method and it does not appear that much has changed since that time (Lammers & Murphy, 2002; Pritchard, 2010; Watts & Schaur, 2011). Thus, understanding methods (e.g., linguistic compensation) of keeping material within an optimal zone of difficulty in lectures is important from an educational practice perspective. By understanding language use in lectures we can provide new insights into the processes involved in planning and delivering a lecture on the one hand, and comprehension and retention of lecture content on the other. If the kind of linguistic tradeoff observed in texts represents a general feature of language use, then we should expect to find similar patterns in lectures (Graesser et al., 2011; McNamara, 2013; McNamara et al., 2012).
Although they share a number of characteristics, lectures and texts can differ in important ways. For example, Glass, Hazen, Hetherington, and Wang (2004) reported that language used in lectures was less organized and less concise than the corresponding textbook material, presumably a consequence of more material being composed extemporaneously instead of being pre-planned. Oral language (e.g., lecture) is also less formal compared to texts (Graesser et al., 2014; Li, Cai, & Graesser, 2013). Texts afford more opportunity for the author to plan, edit, and purposefully craft the word choice, sentence construction and other features of the message being communicated. Consequently, in the lecture context it might be more difficult to engage in compensating linguistic behavior that apparently underlies the patterns of text difficulty previously observed across academic disciplines. On the other hand, in the “live” setting of a traditional lecture, speakers have more paralinguistic cues available to drive linguistic compensation (such as back channel head nods and confused looks) which might encourage compensatory efforts. In addition, the lecturers also have some general knowledge about the audience (e.g., the students’ background knowledge), another factor that might facilitate compensation (e.g., Schober, & Brennan, 2003).

In addition to expanding the analysis to oral instructional discourse, we conducted a series of more direct tests of the compensation account of variation across genre/academic discipline than have been previously provided. Specifically, previous research compared the Coh-Metrix principal components' patterns across genres/academic disciplines. For example, McNamara (2013) reported that the natural science texts were lower in Word Concreteness and Narrativity relative to the language arts texts, while also being higher in Referential Cohesion and Syntactic Simplicity compared to the language arts texts. These patterns were interpreted as evidence of linguistic compensation, where challenges arising from lower Word Concreteness
and lower Narrativity in the science texts were offset by simpler syntax and higher Referential Cohesion. We provide the equivalent analyses but also directly assess the compensation account through a series of regression analyses and an analysis of changes in discourse within a lecture.

There is an implied causal order according to the compensation account of variation in discourse characteristics across genres/academic disciplines. Specifically, topic difficulty influences a given principal component (i.e., Word Concreteness, Narrativity) and variation on that component causes offsetting changes on other principal components (i.e., Referential Cohesion, Syntactic Simplicity). We directly tested this prediction by conducting a series of mediation analyses with the putative driver of the compensation as the mediator, academic discipline as the independent variable, and the principal component putatively being offset to afford the compensation as the dependent variable. A mediation analysis also allows us to assess the extent to which evidence for compensation can be found independent of comparisons across academic discipline (e.g., science versus the language arts). In other words, is there evidence for compensation after controlling for differences in language use patterns across discipline? This test is critical if the notion of compensation is to be considered a natural part of instructional discourse rather than a feature of how individuals in the humanities or natural sciences use language (or write in the case of texts).

We next turned to an analysis of variation in the Coh-Metrix principal components within lectures. Previous research (Lightman et al., 2007) has reported that text difficulty, indexed by Flesch-Kincaid Grade Level (FKGL, Klare, 1974), increased linearly across chapters in history and science textbooks, whereas cohesion remained unchanged. On the other hand, grade level decreased across narrative texts. Thus, measures of text difficulty can change within a text. To investigate potential changes in language components across lectures, we broke each lecture into
a set of time-based intervals (i.e., 5 minute bins). Again, if lecturers compensate for difficulty on
one dimension by simplifying discourse on other dimensions, then within a lecture offsetting
patterns of change over time should be present. For example, if content becomes less
concrete/meaningful/imageable over time (indexed by the Word Concreteness principal
component), then this should be compensated for by an increase in another dimension (e.g.,
Syntactic Simplicity). Confirmation of this prediction would represent a particularly strong
demonstration of compensatory linguistic behavior because it would provide evidence for the
behavior within a lecturer rather than across lecturers (as in the previous analyses).

In a final series of analyses, we explored the use of two composite measures of discourse
characteristics that consist of combining scores across all of the Coh-Metrix principal
components. The first composite measure consists of averaging across all five principal
components in order to provide a single index of “ease” (Equation 1 = (Word Concreteness +
Narrativity + Deep Cohesion + Referential Cohesion + Syntactic Simplicity)/5). This measure is
admittedly coarse. For example, it weights each dimension of ease equally. Nevertheless, it
provides a tool to explore overall difficulty, which is an important construct in an investigation
of compensatory behavior. If individuals are compensating for challenge on one dimension by
simplifying others, then a measure of overall difficulty provides a (rough) index of the success of
that compensatory effort. For example, perfect compensation would be reflected by tradeoffs at
the level of individual principal components across different lectures in conjunction with
equivalent overall difficulty. The second composite measure we explore is formality (Graesser et
al., 2014). Formal language is considered to be precise, coherent and articulate with abstract
content and complex syntax whereas informal language is less cohesive, with concrete words and
simple syntax (Graesser et al., 2014). Informational texts are expected to be higher on this
formality dimension than narrative texts. This composite measure is calculated by the following formula: (Equation 2 = (Referential Cohesion + Deep Cohesion – Word Concreteness – Narrativity – Syntactic Simplicity)/5). It should be noted that the formality measure correlates higher with standard metrics of text difficulty than does the overall ease measure (Graesser et al., 2014). Together these analyses provide one of the most comprehensive tests of linguistic compensation in an instructional context.

**Method**

*Tool Description*

The lecture transcripts were analyzed using the Coh-Metrix text analyzer (Graesser et al., 2004; Graesser et al., 2011; McNamara et al., 2014). All reported variables were computationally extracted from text, and no human coding was used. It should be noted that Coh-Metrix integrates a set of readily available text analyzing tools (e.g., lexical databases, syntactic parsers, part-of-speech taggers, lexical coreference tools, etc.; for more details see McNamara et al. 2014, Chapter 3). In addition, a free online version of Coh-Metrix is available at http://tool.cohmetrix.com/.

We focused on five principal components signifying ease (Word Concreteness, Narrativity, Deep Cohesion, Referential Cohesion, and Syntactic Simplicity), three descriptive indices (number of words, number of sentences, and sentence length) and two composite measures (overall ease and formality). These different measures are of course correlated to some extent (discussion about correlations between measures is provided below). Table 1 presents correlations among principal components across academic discipline, and split by academic discipline. In addition to various standard language and discourse measures (e.g., word count, syntactic categories, lexical overlap measures), Coh-Metrix computes z-scores and percentiles
for each of the five major principal components. These measures inform us about how principal components of the analyzed text compare to the standard TASA corpus (Landauer et al., 1998).

The TASA corpus includes texts from various genres/academic disciplines between kindergarten and college-ready and it contains over 11 million words. The five major components were constrained to be orthogonal in the TASA corpus in the Graesser et al. (2011) analysis. This was not true here and typically would not be when Coh-Metrix is used to analyze “new” texts/discourse. Nevertheless, it is interesting to note that the orthogonality of principal components was largely preserved when the TASA-based principal component norms were used in a sample of hundreds of state-nominated texts available in the Common Core (see Graesser et al., 2014); the correlations ranged from -0.28 to +0.28 when pairwise correlations between principal components were computed.

Corpus

Our corpus consisted of transcripts of 94 lectures (delivered by 54 lecturers), taken from the websites of three U.S. Universities: Yale (Open Yale Courses, http://oyc.yale.edu), MIT (OpenCourseWare, http://ocw.mit.edu) and the University of Michigan (MICASE Corpus, http://quod.lib.umich.edu/m/micase). There were 52 Yale lecture transcripts (40 humanities and 12 natural sciences), 28 MIT lecture transcripts (all natural sciences) and 14 University of Michigan transcripts (6 humanities and 8 natural sciences). Of those, forty-six were in the humanities and forty-eight were in the natural sciences. Yale and MIT lecturers were represented by two lectures, and the University of Michigan lecturers were represented by one lecture (this choice was based on lecture transcript availability). All lectures were delivered in a university setting in front of students (i.e., our analysis does not include lectures delivered online or on air).
We analyzed 40 minutes of each Yale and MIT lecture, and an average of 5500 words of each lecture from the MICASE corpus. Since The MICASE corpus does not include lecture video/audio recordings, and the lecture transcripts do not contain time markers, we analyzed an average of 5500 words per lecture, which roughly corresponds to forty minutes of lecturing (based on the Yale/MIT lecture analysis). For the between lecture/lecturer analyses, the entire text (40 minutes or 5500 words) was submitted to Coh-Metrix (94 texts). For the within lecture analysis, we divided the Yale and MIT lecture transcripts into eight 5-minute time bins (intervals) and submitted them to Coh-Metrix (640 texts).

Our choice of the Yale, MIT and University of Michigan lectures was based on their mostly monologic character (i.e., single speaker, limited dialogue/interaction with the audience). Even though some of the lecturers used notes while delivering lectures, the majority of the lecture content was not read to the audience (although they were used as guidance in some cases, we cannot comment on the level of detail in the notes). In the case of Yale and MIT lectures, this was determined from the videos of the lectures; in the case of the MICASE transcripts, the inference was made based on the presence of fillers, repetitions, and false starts. The transcripts of the lectures are openly available under the Creative Commons or Fair Use licenses (for terms of use see http://oyc.yale.edu/terms, http://ocw.mit.edu/terms, and http://micase.elicorpora.info). We removed paragraph breaks, annotated parts of speech, actions of the speaker, and parts of the transcripts containing dialogue with students from all transcripts. Additionally, we did not edit out symbols or equations. Finally, we edited the MICASE corpus by adding the missing full stops, correcting informal colloquial expressions (i.e., wanna, gonna, cuz) and deleting false starts (Yale and MIT transcripts were already "clean"). Thus, our corpus-cleaning rule was
consistent across lectures (for Coh-Metrix corpus cleaning recommendations see McNamara et al., 2014).

For the purpose of classification of academic disciplines, we adopted a slightly modified nomenclature used by Schachter, Christenfeld, Ravina, and Bilous (1991). We classified biology, biomedical engineering, biological/health science, chemistry, ecology, geology, microbiology, physics, geophysics, mathematics, computer science, and electrical engineering as the natural sciences. While the latter two would likely not be considered natural sciences proper, Schachter et al. (1991) included mathematics in that group and as such we thought computer science and electrical engineering best fit in that classification. This group of topics might better be considered what has come to be known as the STEM disciplines (i.e., science, technology, engineering and math). Art history, African American studies, American studies, anthropology, classics, history, literature, music, philosophy, religious studies, and women’s studies were classified as the humanities. While Schachter et al. (1991) included political science as a social science, one political science lecture we used was communication which fits better with the humanities discipline.

Results

**Principal Component and Subcomponent Correlations**

Our first set of analyses explored the correlations between each Coh-Metrix principal component and its subcomponents and between the principal components themselves (Word Concreteness, Narrativity, Deep Cohesion, Referential Cohesion, and Syntactic Simplicity). For each lecturer from the Yale and MIT sample, where two lectures from each lecturer were used, the scores were averaged across their two lecture samples (i.e., the individual lectures were submitted to Coh-Metrix and the scores were averaged to yield one score per lecturer). Thus, the
analyses are based on 26 humanities and 28 natural sciences lectures (except when noted differently). While the Coh-Metrix measures have been validated (for more details see McNamara et al., 2014), the goal of our analysis was to explore whether principal components and their subcomponents correlated in the expected direction in our corpus. We expected to find positive correlations between principal components and their positively loaded subcomponents, and negative correlations between principal components and their negatively loaded subcomponents (see Graesser et al., 2011). As expected, the overwhelming majority of the analyzed subcomponents (41 out of 42) correlated in the expected direction with their respective principal components. All Word Concreteness (absolute range of correlations: .92 to .97), Deep Cohesion (.14 to .91), Referential Cohesion (.23 to .92), and Syntactic Simplicity (.66 to .91) subcomponents correlated with their respective principal components in the expected direction. One of the Narrativity subcomponents (i.e., third person pronoun incidence) did not correlate in the expected direction with its principal component but the remaining did (absolute range of correlations: .18 to .86).

A second set of correlational analyses focused on the relations between the principal components both overall and within each academic discipline. It is important to clarify the meaning of the correlations between principal components. Originally, the five principal components were constrained to be orthogonal (Graesser et al., 2011), following the standard methodology of principal component analysis. However, orthogonality is not expected for a corpus of texts in a restricted age span, knowledge domain, or context. In particular, this study focuses on lectures for college students, so the correlations among principal components are informative and expected to deviate from orthogonality. The notion of linguistic compensation can therefore be meaningfully explored. As is clear in Table 1, overall there are negative
correlations between Word Concreteness and the other principal components and positive correlations between the other components. This general pattern held with a few exceptions within both the humanities and natural science lectures. More detailed analyses of the relation between principal components are reported below.

*The Effect of Academic Discipline*

Our next set of analyses explored how descriptive indices of text and Coh-Metrix principal components differed across the humanities and the natural science lectures. A series of regression analyses were performed with academic discipline (0 = humanities vs. 1 = natural sciences) as the predictor, and descriptive indices of text (i.e., number of words, number of sentences, and average sentence length) and Coh-Metrix principal components (i.e., Word Concreteness, Narrativity, Deep Cohesion, Referential Cohesion, and Syntactic Simplicity) as the outcome, controlled for academic institution (the three universities, dummy coded). Means across academic disciplines for the descriptive indices of text and the Coh-Metrix principal components are presented in Table 2 and the differences between means in Figure 1. In this section and throughout 95% confidence intervals are provided in square brackets [lower limit, upper limit] and $r_s$ is the semi-partial correlation.

*Descriptive indices.* The regression analysis in which academic discipline was the predictor of the average number of words per lecture was based on Yale and MIT lectures only (since we analyzed 40 minutes of those lectures). There was no statistical difference in the average number of words per lecture across the humanities (5622 [5301, 5943]) and the natural sciences (5383 [5061, 5704]), $B = 213 [-434, 860], SE = 319, t(38) = .67, p = .51, r_s = .10$. Using all lectures, there was a significant effect of academic discipline on the mean number of sentences per lecture, $B = 49.67 [9.82, 89.52], SE = 19.84, t(52) = 2.50, p = .016, r_s = .30$, such
that there were more sentences in the natural science lectures (324 [301, 346]) than in the humanities lectures (268 [245, 291]). In conjunction with the equal number of words, this translated into a significant effect of academic discipline on the mean number of words per sentence, $B = -2.62 [-5.08, -1.16]$, $SE = 1.23$, $t(52) = -2.14$, $p = .037$, $r_s = -.24$, such that the sentences in the humanities lectures contained more words on average (21.6 [20.1, 23.0]) compared to the sentences in the natural science lectures (17.4 [16.0, 18.8]). In summary, while there was no difference in the overall number of words per lecture between the humanities and the natural sciences, the humanities lectures contained longer sentences and fewer sentences compared to the natural science lectures.

**Principal components.** For all principal components, lower scores indicate more difficulty/complexity, while the higher scores indicate more ease/simplicity on a given measure. Academic discipline had a significant effect on Word Concreteness such that it was higher in the humanities (-.88 [-1.10, -.65]) than the natural sciences (-1.93 [-2.15, -1.70]), $B = -.74 [-1.09, -.38]$, $SE = .18$, $t(52) = -4.12$, $p < .001$, $r_s = -.37$. The opposite pattern (i.e., natural sciences “easier” than humanities) was found in Narrativity (natural sciences .76 [.63, .89]; humanities .39 [.26, .52]), $B = .26 [.20, .50]$, $SE = .12$, $t(52) = 2.18$, $p = .034$, $r_s = .26$ (marginally) in Deep Cohesion (natural sciences 1.33 [1.11, 1.54]; humanities .71 [.49, .93]), $B = .37 [-.02, .76]$, $SE = .19$, $t(52) = 1.91$, $p = .061$, $r_s = .23$ (marginally) in Referential Cohesion (natural sciences .32, [.18, .47]; humanities -.05 [-.20, -.10]), $B = .26 [-.01, .53]$, $SE = .14$, $t(52) = 1.90$, $p = .063$, $r_s = .24$, and in Syntactic Simplicity (natural sciences .44, [.27, .60]; humanities -.13 [-.30, .03]), $B = .35 [.09, .62]$, $SE = .13$, $t(52) = 2.65$, $p = .011$, $r_s = .27$. Thus, the natural science lectures were more abstract (i.e., less concrete, meaningful, and imageable), but somewhat more narrative-like, cohesive, and syntactically simpler than the humanities lectures.¹
Mediation Analysis

Results of the preceding analysis revealed a somewhat different pattern to that found in previous work. Specifically, Narrativity was higher (not lower) in the natural sciences than in the humanities. We return to why this might be the case in the General Discussion. For the present purposes, this is inconsistent with the notion that individuals are compensating for lower Narrativity in the natural sciences by modulating other language discourse dimensions. Thus, the following analyses will focus on the hypothesis that individuals are compensating for decreasing word concreteness, meaningfulness, and imageability (i.e., Word Concreteness driven linguistic compensation) in the natural sciences by simplifying discourse on the other dimensions (e.g., Narrativity, Deep Cohesion, Referential Cohesion, and Syntactic Simplicity). It is important to note that this causal order is theoretically motivated by the idea that abstract conceptualizations are considered more difficult (Allen & Hulme, 2006; Bourassa & Besner, 1994; Danks, 1969; Graesser et al., 2011; Hidi & Baird, 1988; Kroll & Merves, 1986; McNamara, 2013; Mosenthal, 1996; Nelson & Schreiber, 1992; Paivio, 1990; Strain et al., 1995; Wade & Adams, 1990). The General Discussion addresses further the plausibility of this causal order. Other potential models are of course possible given the correlational nature of the design so we also include analyses of alternative models.

According to the Word Concreteness (i.e., word concreteness, meaningfulness, and imageability) driven compensation account, academic discipline should influence Narrativity, Deep Cohesion, Referential Cohesion, and Syntactic Simplicity indirectly, through Word Concreteness (the mediating variable). In a similar vein, the mediation analysis provides a test of the extent to which the Word Concreteness principal component is related to the other principal components independent of academic discipline (i.e., the $b$ path). A series of regressions were
performed with academic discipline as the predictor, each principal component’s z-score as the outcome, and the Word Concreteness (i.e., word concreteness, meaningfulness, and imageability) z-score as the mediator, after controlling for academic institution (a dummy coded covariate). We used the standard mediation annotation, where \( a \) = unstandardized regression coefficient between academic discipline and the mediator, \( b \) = unstandardized regression coefficient between the mediator and the dependent variable, \( c \) = unstandardized regression coefficient between academic discipline and the dependent variable, \( c' \) = unstandardized regression coefficient between academic discipline and the dependent variable controlling for the mediator.

To estimate indirect effects and effect sizes for the indirect effects in our mediation models we used the PROCESS modelling tool (Hayes, 2012), set to Model 4, with 1000 bootstrap samples, and 95% confidence level for confidence intervals. We report Ratio of Indirect to Total Effect (\( P_M \), e.g., Hayes, 2013; MacKinnon, 1994; MacKinnon & Dwyer, 1993; Preacher & Hayes, 2008; Preacher & Kelley, 2011; Sobel, 1982) as the estimate of the effect size of the indirect effect. Table 3 illustrates the results of the mediation analyses.

The results of the mediation analyses demonstrated that Word Concreteness (i.e., word concreteness, meaningfulness, and imageability) mediated the relation between academic discipline and Narrativity, Deep Cohesion, and Syntactic Simplicity. In other words, variation in Narrativity, Deep Cohesion and Syntactic Simplicity across academic discipline can be accounted for by variation in Word Concreteness (i.e., word concreteness, word meaningfulness, and word imageability) across academic discipline, when controlling for academic institution. However, variation in Referential Cohesion across discipline could not be accounted for by variation in the Word Concreteness principal component (see Table 3).

**Further Exploration of Mediation Models**
The mediation models described above test our proposed causal order relating academic discipline to changes in Coh-Metrix principal components. However, given the correlational design, it is informative to consider both alternative models and different parameterizations of those models. In the following, we describe the alternative mediation models and the results of the analyses.

**Reverse Causal Models.** As noted above our proposed model is that academic discipline is causing changes in word concreteness, word meaningfulness, and word imageability, which leads to changes in the other principal components. While arguably more difficult to motivate theoretically, academic discipline could cause changes in the other principal components, which then lead to changes in Word Concreteness (i.e., reversing the mediator and the dependent variable in our original analysis). In our first set of alternative mediations we explored this possibility (the predictor and the covariates remained the same as in our original analysis). Because Word Concreteness did not mediate the relation between academic discipline and Referential Cohesion we considered only models including Word Concreteness, Narrativity, Deep Cohesion, and Syntactic Simplicity. In this set of analyses, only Syntactic Simplicity produced a significant indirect effect, though effect sizes in all models were similar. In addition, the relation between academic discipline and Word Concreteness (i.e., direct effect) remained statistically significant when the mediator was introduced in all the reverse mediation models (see Table 4).

**Mediation Models Co-varying out the influence of other Principal Components.** As is clear in Table 1, the different principal components are related to one another. As such, a stronger case for mediation (in the case of our theoretical model) could be made if Word Concreteness mediated the relation between academic discipline and the other principal
components while controlling for the remaining principal components (and academic institution). Thus we repeated the analyses reported above with academic discipline as the predictor, each principal component’s z-score as the outcome, and Word Concreteness z-score as the mediator, controlled for academic institution (a dummy coded covariate) and the remaining principal components (i.e., those not functioning as the mediator or dependent variable, including referential cohesion). Similar to our original analyses, Word Concreteness mediated the relation between academic discipline and Narrativity, Deep Cohesion, and Syntactic Simplicity, even when controlling for the other principal components and academic institution (see Table 5).

We also conducted a similar analysis using the reverse causal models described above (i.e., in the Reverse Causal Models section). Here, the relation between academic discipline (the predictor) and Word Concreteness (the outcome) was mediated by the other individual principal components (i.e., Narrativity, Deep Cohesion, and Syntactic Simplicity), controlled for the remaining principal components (other than the mediator and the outcome), Referential Cohesion and academic institution (dummy coded). When controlling for principal components not functioning as the potential mediator or dependent variable in the model, only one of the reverse causal models was significant, specifically, Syntactic Simplicity (see Table 6).

Given the reverse causal model with Syntactic Simplicity successfully mediated the relation between academic discipline and Word Concreteness while controlling for academic institution, Narrativity, Deep Cohesion, and Referential Cohesion, we wanted to assess Syntactic Simplicity (in the same manner as Word Concreteness) as a potential mediator with respect to the other Coh-Metrix principal components. In other words, does Syntactic Simplicity (like Word Concreteness) also mediate the relation between academic discipline and Narrativity and Deep Cohesion? Results suggest that Syntactic Simplicity did mediate the relation between
academic discipline and Referential Cohesion (in this case the effect of academic discipline on Referential Cohesion increased with the inclusion of the mediator), but did not appear to mediate the relation between academic discipline and Narrativity or Deep Cohesion. In contrast, the original mediation analysis shows that Word Concreteness mediates the relation between academic discipline and Syntactic Simplicity, Narrativity, and Deep Cohesion (see Table 7).

In summary, the test of the alternative mediation models demonstrated that Word Concreteness mediated the relation between academic discipline and Narrativity, Deep Cohesion, and Syntactic Simplicity, even when controlling for the other principal components and academic institution. Moreover, the only other plausible reverse causal model when the other principal components were controlled was Syntactic Simplicity. However, Syntactic Simplicity mediated the relation between academic discipline and Word Concreteness, and academic discipline and Referential Cohesion, but not the relation between academic discipline and either Narrativity or Deep Cohesion.

**Principal Components’ Subcomponent Analysis**

While the emphasis of the preceding analyses was on descriptive measures and principal components, it is critical to recognize that each principal component is made up of multiple discourse measures. Assessing patterns at the level of the subcomponents can provide both a more nuanced view of the putative compensatory patterns and a test of the principal components themselves. To this end, we conducted a set of partial correlational analyses (controlling for academic discipline) between Word Concreteness and the subcomponents of each principal component. We included only the measures with primary loadings on principal components (see Graesser et al., 2011). Because of the overall negative correlations between Word Concreteness and the other Coh-Metrix principal components, the subcomponents with a positive loading on a
given principal component are expected to correlate negatively with Word Concreteness, while the subcomponents with a negative loading are expected to correlate positively with Word Concreteness.

The results of these analyses indicated that the majority of Narrativity, Syntactic Simplicity and Deep Cohesion subcomponents correlated with Word Concreteness in the direction indicated by the overall correlations between Word Concreteness and the principal components in Table 1. Specifically, fourteen of the sixteen Narrativity subcomponents (Table 8), all of the Deep Cohesion subcomponents (Table 9), and all of the Syntactic Simplicity subcomponents (Table 10) correlated in the expected direction. This was not the case for the Referential Cohesion subcomponents (Table 11). Of the twelve Referential Cohesion subcomponents, five correlated with Word Concreteness in the expected direction (i.e., content word overlap - adjacent sentences, content word overlap - all sentences, Type-Token Ratio (TTR, Templin, 1957), lexical diversity - all words, and Latent Semantic Analysis (LSA) givenness versus newness) and seven in the opposite direction (i.e., argument overlap - adjacent sentences, argument overlap - all sentences, noun overlap - adjacent sentences, stem overlap - all sentences, lexical diversity – verbs, LSA overlap - adjacent sentences, and LSA overlap - all sentences). Thus, for Narrativity, Syntactic Simplicity, and Deep Cohesion, but not Referential Cohesion, the overall pattern with respect to the relation between Word Concreteness and each principal component is consistent across the respective subcomponents.

**Within Lecture Analysis**

In order to broaden our test of the compensation account of linguistic patterns in lectures we next explored potential changes in language characteristics in the humanities and the natural science lectures as a function of time in the lecture. As noted above, for this analysis we divided
the Yale and MIT lecture transcripts into eight, 5-minute time bins (intervals) and submitted them to Coh-Metrix (640 texts). The two lectures from each lecturer were averaged prior to analysis. For the mean values of all measures across intervals see Table 12.

**Descriptive Measures of Text.** For each descriptive we calculated a slope relating time to the particular descriptive measure in question and compared the individual slope values to 0 (using one-sample t-test). Thus, a positive score would indicate that particular measure was increasing over time, while a negative score would indicate that particular measure was decreasing over time. In addition, we compared these slope values across academic disciplines.

The number of words per interval did not change significantly across time (i.e., across eight lecture intervals), \( t(39) = .72, SEM = 1.29, p = .47, d = .12 \). On the other hand, the number of sentences increased across time, \( t(39) = 3.02, SEM = .15, p = .004, d = .48 \), and the average sentence length per interval decreased across time, \( (-.272 [-.408, -.137]) \), \( t(39) = -4.07, SEM = .07, p < .001, d = .64 \). Finally, the slope relating time and average sentence length was steeper in the humanities \( (-.41 [-.59, -.23]) \) than the natural sciences \( (-.13 [-.32, .05]) \), \( F(1,38) = 4.68, MSE = .16, p = .03, d = .69 \). The slope values of the other descriptive measures of text did not differ significantly across the humanities and natural science lectures.

**Principal components.** Another series of analyses, using the same design, was performed in order to explore the relation between the principal components’ z-scores and the 5-minute lecture intervals. The mean slope values for each principal component are presented in Figure 2. The results of the analysis revealed that Word Concreteness \( (-.022 [-.041, -.003]) \) decreased across time, \( t(39) = -2.33, SEM = .009, p = .025, d = .37 \). Narrativity \( (-.005 [-.016, .006]) \) did not change significantly across time, \( t(39) = -.93, SEM = .006, p = .36, d = .15 \). The same was true
for Deep Cohesion (-.019 [-.045, .007]), \( t(39) = -1.47, SEM = .013, p = .40, d = .23 \), and Referential Cohesion (-.015 [-.036, .006]), \( t(39) = -1.46, SEM = .015, p = .15, d = .23 \). Lastly, Syntactic Simplicity (.033 [.014, .053]) increased across time, \( t(39) = 3.55, SEM = .009, p = .001, d = .56 \).

Thus, while Word Concreteness (i.e., word concreteness, meaningfulness, and imageability) decreased, Syntactic Simplicity increased as a function of time in the humanities and natural science lectures (see Figure 3 for the mean values of Word Concreteness and Syntactic Simplicity across lecture intervals). No other principal component changed significantly across time in the lecture.

Composite Measures

Our next set of analyses explored how two composite measures differed across the humanities and the natural science lectures and how they changed across lectures. We used the same design as the previous analyses. The two composite measures were overall ease (i.e., Equation 1), and formality (i.e., Equation 2).

**Effect of academic discipline.** Academic discipline had a significant effect on overall ease, such that it was higher in the natural sciences (.19 [.12, .25]) than humanities (.01 [-.06, .07]), \( B = .10 [-.01, .22], SE = .06, t = 1.79, p < .001, r_s = .21 \). In addition, academic discipline had a significant effect on formality, such that it was higher in the natural sciences (.48 [.41, 54]) than the humanities (.26 [.19, .33]), \( B = .15 [.02, .28], SE = .06, t = 2.41, p = .019, r_s = .28 \). Thus, the natural science lectures contained more formal language than the humanities lectures. As noted above, the overall ease is a coarse measure that correlates lower with standard metrics of text difficulty than does formality, which might explain a seemingly counterintuitive pattern reported here (i.e., Natural Sciences more formal, but easier than Humanities).
Within lecture analysis. We calculated a slope relating time to each composite measure and compared that value to 0 (Yale and MIT lectures only). Thus, a positive score would indicate that a measure was increasing over time, while a negative score would indicate that a measure was decreasing over time. Overall ease (-.006 [-.014, .002]) did not change significantly across lecture, \( t(39) = -1.41, \text{SEM} = .004, p = .17, d = .22 \), and neither did formality (-.008 [-.018, .002]), \( t(39) = -1.60, \text{SEM} = .005, p = .12, d = .25 \). There were no significant differences in the slope values across the humanities and natural science lectures. Thus, neither of the composite measures demonstrated any linear change over time within lecture.

Using Individual Discourse Measures to Test for Linguistic Compensation

The present study explored linguistic compensation by relying on the Coh-Metrix principal components. This, of course, does not imply that linguistic compensation cannot be investigated outside of the Coh-Metrix principal component context. In the following section we demonstrate that similar analyses (with similar outcomes) can be conducted without the theoretical commitment to the Coh-Metrix principal components, by using individual linguistic measures that can indicate text difficulty/ease. Here we conduct a series of regression and mediation analyses by using the same design as the previous analyses. The tables with the results are provided in the Table 13 (regression analyses) and Table 14 (mediation analyses).

For this set of analyses, we manually calculated the word concreteness composite measure by averaging word concreteness, word meaningfulness, and word imageability scores. Thus, all three subcomponents were equally weighted in this new measure (i.e., average word concreteness/meaningfulness/imageability), and this was the only composite measure used in the analysis. Next, we selected eight discourse measures that indicate text ease/difficulty (i.e., causal connectives incidence, content word overlap - all sentences, Flesch-Kincaid Grade Level,
Measure of Textual Lexical Diversity (MTLD, McCarthy & Jarvis, 2010), modifiers per noun phrase, noun incidence, passive voice incidence, and Type-Token Ratio. While these measures are taken from the Coh-Metrix output, they can also be assessed independent of the Coh-Metrix tool.

Each of the individual measures we selected has previous work supporting its connection with difficulty/ease and as such represent useful targets for compensatory efforts. Previous studies have demonstrated that the use of causal connectives in text/oral discourse clarifies the relations between ideas (Britton & Gulgoz, 1991; McNamara, Crossley, & McCarthy, 2010; Zwaan & Radvansky, 1998), and the lack of connectives hinders comprehension (Kintsch, 1990), at least for low knowledge readers. Similarly, increased content word overlap enhances text comprehension and recall (Beck et al., 1991; Kintsch, 1998). On the other hand an increase in Flesch-Kincaid Grade Level indicates an increase in word and/or sentence length, the features that can be assumed to increase text difficulty by having concepts of lower familiarity to the readers or by increasing working memory load (Caplan & Waters, 1999; Graesser et al., 2014; McNamara et al., 2014). An increased lexical diversity (e.g., MTLD) and noun incidence can also add to text difficulty by increasing the density of information (Biber, 1988; McNamara et al. 2014). A frequent use of noun modifiers increases the readers' working memory load, thus making a text more challenging (Graesser et al., 2006). Passive voice is acquired later in the language development (Kirby 2010), and can be more difficult to comprehend (Maratsos, Fox, Becker, & Chalkley, 1985) compared to active voice. Finally, Type-Token Ratio (TTR) is another measure of lexical diversity. Higher TTR indicates lower cohesion, i.e., a proportionally high use of unique words (types) in relation to the total number of words (tokens), a feature that can increase text difficulty (Haberlandt & Graesser, 1985; McNamara & Kintsch, 1996).
Regression analysis. The average word concreteness/meaningfulness/imageability composite was higher in humanities than natural sciences. The same was true for Flesch-Kincaid Grade Level, lexical diversity, modifiers per noun, noun incidence, passive voice incidence, and Type-Token Ratio. On the other hand, causal connectives incidence and content word overlap - all sentences were higher in natural sciences than humanities. Thus, academic discipline had a significant effect in the expected direction on all of the explored variables (i.e., natural sciences more difficult on concreteness/meaningfulness/imageability, but easier on the other measures than humanities).

Mediation Analysis. In this set of mediation analyses, we used the same design as the previous analyses. Here, the individual mediator was the average word concreteness/meaningfulness/imageability composite. The relation between academic discipline and causal connectives incidence, Flesch-Kincaid Grade Level, lexical diversity, modifiers per noun, noun incidence, passive voice incidence, and type-token ratio was mediated by the composite measure. The same was not true for the relation between academic discipline and content word overlap - all sentences. Thus, overall, evidence for linguistic compensation (i.e., as discourse difficulty indexed by word concreteness/meaningfulness/imageability increases, discourse difficulty on the majority of the other explored dimensions decreases) is apparent independent of the Coh-Metrix principal components.

Within Lecture Analysis. Our last set of analyses explored how the average word concreteness/meaningfulness/imageability composite and FKGL change as a function of time in the lecture. We calculated slopes relating time to these measures and compared that value to 0 (Yale and MIT lectures only). While the average word concreteness/meaningfulness/imageability (-.17 [-.60, .26]) did not change across time, \( t(39) = - .81, \ SEM = .21, p = .42, d = .13, \) FKGL (
.11 [-.18, -.05]) decreased across lecture intervals, $t(39) = -3.40$, $SEM = .03$, $p = .002$, $d = .52$.

When each of the three Word Concreteness subcomponents were analyzed separately, word meaningfulness decreased across lecture intervals, ($-.42 [-.73, -.11]$), $t(39) = -2.73$, $SEM = .15$, $p = .009$, $d = .44$, while word concreteness, ($-.03 [-.61, .55]$), $t(39) = -.09$, $SEM = .19$, $p = .92$, $d = .02$, and word imageability, ($-.07 [-.60, .46]$), $t(39) = -.07$, $SEM = .26$, $p = .26$, $d = .04$ did not change.

**General Discussion**

The current study has provided a comprehensive test of the existence of linguistic compensation in the context of instructional oral discourse, specifically, lectures. The results revealed that the natural science lectures were more abstract (i.e., lower in word concreteness, meaningfulness, and imageability), but more narrative-like, cohesive, and syntactically simpler compared to the humanities lectures. While the results with respect to Narrativity were different than that found in texts, these results are consistent with the idea that decreases in content ease in the science lectures (as indexed by Word Concreteness) are compensated for by the use of more narrative-like, more cohesive, and syntactically simpler discourse. Previous work investigating linguistic compensation has typically focused on these more qualitative patterns across genres/academic disciplines to motivate the idea that authors modulate different dimensions of difficulty to accommodate their audience. In the present investigation we took additional steps to test a compensation account.

Across a series of mediation analyses we demonstrated that the relation between academic discipline and Narrativity, Deep Cohesion, and Syntactic Simplicity but not Referential Cohesion was mediated by Word Concreteness. In other words, the differences in these principal components across academic discipline could be explained (at least partially) by variation across
lectures in Word Concreteness (i.e., word concreteness, meaningfulness, and imageability). This is consistent with the idea that lecturers were potentially compensating for the use of abstract words by simplifying other linguistic dimensions of oral discourse (i.e., more narrative-like, more cohesive, and syntactically simpler). The mediation analyses also demonstrated that independent of academic discipline, Narrativity, Deep Cohesion, and Syntactic Simplicity were negatively correlated with Word Concreteness. Thus, there was evidence that within a discipline lecturing about more abstract unfamiliar content was associated with using more narrative-like discourse, providing more connectives, and using simpler syntax. While the primary motivation for the suggested causal ordering above is theoretical (discussed further below), we also presented a series of alternative mediation models that provided further support for the idea of Word Concreteness driven compensation. However, these analyses, of course, do not rule out other potential compensatory relations between discourse dimensions, and cannot confirm our proposed causal ordering.

While the mediation analyses provided evidence consistent with linguistic compensation (driven by Word Concreteness) with respect to Narrativity, Deep Cohesion, and Syntactic Simplicity, this was not the case for Referential Cohesion. Specifically, while Referential Cohesion was greater in the natural sciences than the humanities (marginally significant), the mediation analyses suggested that this difference was not attributable to differences across discipline in Word Concreteness. In a similar vein, when academic discipline was controlled there was no relation between Word Concreteness and Referential Cohesion. The lack of evidence for Word Concreteness driven linguistic compensation with respect to Referential Cohesion is interesting provided prior claims based on research using texts. We discuss this issue further below.
Importantly, we also provided a crucial demonstration that over time within a lecture Word Concreteness (i.e., word concreteness, meaningfulness, and imageability) decreases and that this is accompanied by increases in Syntactic Simplicity. Specifically, these analyses support the idea that compensation is an explicit or implicit cognitive process that is executed by an individual lecturer (as opposed to merely a fixed difference between lecturers or academic disciplines). In addition, the results of our analyses demonstrate that two composite measures can be used to explore overall ease or difficulty. In the following we discuss further the basis for arguing that increasing content difficulty is driving linguistic compensation, the relation of the present work to previous research, the implications for Coh-Metrix as a tool to study linguistic processes, and the potential mechanism underlying the proposed linguistic compensation in lectures.

*Word Concreteness Driven Linguistic Compensation*

The characterization of linguistic compensation that has emerged within the present investigation, similarly to previous research (e.g., Graesser et al., 2011; Graesser et al., 2014; McNamara, 2013), places special emphasis on the Word Concreteness principal component (consisting of three measures: word concreteness, word imageability, and word meaningfulness) as the driver of the compensating behavior (e.g., the increasing abstractness in the natural sciences leads lecturers to use simpler syntax). This claim is based on three important considerations. First, the linguistic variables that compose the Word Concreteness principal component have been demonstrated to be intimately tied to processing difficulty at a number of different levels. For example, concrete words are more quickly recognized, read, and recalled than abstract words (Allen & Hulme, 2006; Nelson & Schreiber, 1992; Strain, Patterson, & Seidenberg, 1995; Kroll & Merves, 1986). Moreover, previous studies have demonstrated that
participants recalled almost three times more content from concrete paragraphs than from abstract paragraphs (Paivio, 1990; Sadoski, Goetz, & Rodriguez, 1993). Sadoski et al. (1993) found a similar benefit for concrete paragraphs despite controlling for length and readability across the texts (calculated by the Flesch-Kincaid formula). In addition, their study demonstrated that participants rated concrete sentences as more comprehensible and more interesting than abstract sentences. This latter finding is important in the context of other studies that have demonstrated that as text based interest increases, recall and comprehension of the text increase (Hidi & Baird, 1988; Schraw et al., 1995; Schraw, Flowerday, and Lehman, 2001; Wade & Adams, 1990). Finally, Mosenthal (1996) demonstrated that participants rated questions that are higher in concreteness (e.g., asking information about persons, animals, or things) as easier to answer, compared to the questions asking more abstract information (e.g., information about comparison, contrast, reason, or cause). In a similar vein, the other two linguistic variables that contribute to the Word Concreteness principal component, word meaningfulness and word imageability, have similar effects on processing difficulty. For example, highly imageable words are named and recalled faster than words lower on this dimension (Bourassa & Besner, 1994; Strain et al., 1995), and meaningfulness enhances text comprehension (Danks, 1969). Thus, previous research has demonstrated that the linguistic variables that make up the Word Concreteness principal component are intimately tied to text interest, comprehensibility, and memorability.

Furthermore, previous studies (Reynolds and Paivio, 1968; Sadoski, Goetz, Stricker, & Burdenski Jr, 2003; Sadoski, Kealy, Goetz, & Paivio, 1997; Sadoski & Paivio, 2007) have demonstrated that individuals vary their written and oral discourse composition features as a function of having to define more concrete or more abstract words. For example, when asked to
define concrete concepts, individuals produced more words, more modifiers in sentences, and more fluid discourse (i.e., less hesitations and speech disfluencies), than when asked to define abstract concepts (Reynolds & Paivio, 1968; Sadoski & Goetz, 1998). According to DCT, concrete language induces more meaning and recall than the more abstract language because concrete language can be encoded as both language and imagery, while the more abstract language is mostly encoded as language but not imagery (Sadoski & Goetz, 1998; Sadoski et al., 2003).

While the linguistic variables that make up the Word Concreteness principal component are intimately tied to difficulty broadly construed, in the case of informational discourse (e.g., lectures), the nature of the material often dictates the use of words that would yield a low score on this dimension (Sadoski et al., 2000; McNamara, 2013). This leads to our final consideration motivating the proposal that abstractness can drive compensating behavior. Specifically, content domain (arguably) places more direct constraints on the discourse measures that make up the Word Concreteness principal component than it does on other aspects of language use in a lecture leaving the latter to more freely vary. For example, lecturing about quantum physics likely places more constraints on the lecturer’s words than it does on their syntax. As a result, at least in the context of informational discourse, it seems more reasonable to construct a theoretical case for differences across domain in Word Concreteness (i.e., word concreteness, meaningfulness, and imageability), leading to differences across domain in Syntactic Simplicity than to argue that differences across domain in Syntactic Simplicity leading to differences in Word Concreteness (i.e., word concreteness, meaningfulness, and imageability). This content domain constraint, of course, is tied directly to the fact that the linguistic variables that make up the Word Concreteness principal component are all word level variables. That said, it is
important to note that in analyzing natural speech in lectures we have used a correlational approach and as such the associated caveats of this approach (e.g., with regard to causation) need to be kept in mind.

The test of the alternative mediation models suggests that only the reverse causal model with Syntactic Simplicity is plausible when the other principal components were controlled. However, in the reverse causal model Syntactic Simplicity did not mediate the relation between academic discipline and either Narrativity or Deep Cohesion while, of course, Word Concreteness did. Thus, again with the proper caveats in mind regarding correlational data, the analyses seem to support the Word Concreteness driven linguistic compensation hypothesis. The focus here on Word Concreteness driven linguistic compensation does not preclude other potential compensatory relations between different dimensions of text/speech difficulty. Future research exploring such relations will represent an important contribution to further understanding potential varieties of linguistic compensation.

One of the primary reasons that we have put forward the Word Concreteness principal component as the driver of compensation is that the three word-level indices that make it up are strongly tied to the content and should, as a result, be more constrained by topic. The Narrativity principal component, to some extent, also has this feature. For example, it contains measures of word frequency and familiarity, and higher Narrativity usually indicates discourse with familiar topics (Biber, 1988; Graesser et al., 2011). Thus it was surprising, given previous research (Graesser et al, 2011; McNamara, 2013), that in this corpus the two principal components were negatively correlated (we discuss this issue further below). Given the strong ties between Word Concreteness, Narrativity and content, an interesting alternative approach in investigating linguistic compensation could involve, a priori, defining “content difficulty” as a composite of
Word Concreteness and Narrativity. The investigation would examine the extent to which writers/lecturers compensate for changes in this index of content difficulty using the remaining three dimensions (i.e., Deep Cohesion, Referential Cohesion, and Syntactic Simplicity). These latter measures are putatively more free to vary across levels of content difficulty (and as such represent ideal targets for compensating behavior). Using this measure discourse about unfamiliar topics that contains more abstract words would be considered more difficult than discourse about familiar topics with more concrete words on the other end of this measure. Research investigating this composite is currently underway.

Gradients of Evidence for Compensation?

We have considered three sources of empirical evidence for the notion that individuals are compensating for changes in Word Concreteness by altering other linguistic features of the lecture (i.e., Narrativity, Deep Cohesion, Referential Cohesion, and Syntactic Simplicity): (1) a contrasting pattern of means across academic discipline (e.g., where Word Concreteness is lower the other dimension is higher), (2) the effect of academic discipline on a given dimension is mediated by Word Concreteness, and (3) contrasting patterns of change within lecture (i.e., given Word Concreteness decreases across the lecture, compensation would be evidenced by an increase in scores on a given dimension). While meeting the first test and not the others would clearly suggest a non-compensatory argument to explain (1), it is interesting to consider the implications of meeting (2) but not (3), as in the case of Narrativity and Deep Cohesion, versus meeting both (2) and (3), as in the case of Syntactic Simplicity. If we use the presence of a within lecture pattern of compensation in addition to the evidence for mediation as the evidentiary lower limit for the presence of linguistic compensation, then only Syntactic Simplicity crosses that bar. There are good a priori grounds for expecting that it would be
effective to compensate for content difficulty by simplifying syntax. For example, longer sentences place more burden on working memory and are harder to process, compared to shorter sentences (e.g., McNamara et al., 2014). Indeed, traditional metrics of readability, such as Flesch Kincaid Grade Level, and Flesch Kincaid Reading Ease (Klare, 1974), are largely measures of sentence length (and word length). Lastly, increasing Syntactic Simplicity as a means to increase comprehensibility is likely a technique most academics (i.e., the instructors in our lectures and book publishers) will have encountered (e.g., in their own writing). Thus, in the context of linguistic compensation, simplifying syntax represents a sensible choice to offsetting discourse difficulty on another dimension (e.g., lower word concreteness, meaningfulness, and imageability).

Interpreting the evidence presented here as support for Word Concreteness driven compensation of Syntactic Simplicity makes for a simple and straightforward characterization of linguistic compensation. However, there is good reason to think this latter position might be too conservative. One point to this effect is that the forty minute lecture transcripts in our corpus offer a relatively narrow range of scores within lecture. This makes the detection of within lecture variations in principal components difficult. For example, within lecture Word Concreteness varied from a z value of 1.27 in the first 5 minutes to a z value of 1.48 in the last 5 minutes. On the other hand, across academic discipline Word Concreteness varied from a z value of -0.88 in the humanities to a z value of -1.93 in the natural sciences. Thus, the difference in Word Concreteness across academic discipline is about five times that found within a lecture, arguably offering a greater opportunity for linguistic compensation to emerge. In addition, there are likely other variables constraining the amount and direction of change in the use of language throughout a lecture. Given the dearth of research evaluating such change, this seems an
excellent opportunity for future research. Lastly, interpreting the evidence presented here as support for Word Concreteness driven compensation of Syntactic Simplicity only would leave the evidence from mediation unexplained in the case of Narrativity and Deep Cohesion. However, these latter relations could be due to some currently unknown third variable that is driving changes on both dimensions. A potentially more productive way (at least at present) to view the pattern across the different measures is to assume that there is evidence of Word Concreteness driven linguistic compensation in Narrativity, Deep Cohesion, and Syntactic Simplicity, with the evidence being stronger in the latter case than the former two.

Relation to Previous Research

While the variations in discourse features across academic discipline reported here are largely consistent with previous studies (e.g., Graesser et al., 2011, 2014; McNamara, 2013), there were potentially important differences as well. For example, McNamara (2013) demonstrated that writers of natural science texts used lower Word Concreteness and Narrativity but simpler syntax and higher Referential Cohesion compared to the writers in language arts. Our analyses of lectures revealed a somewhat different pattern. Namely, while natural science lectures (like texts) were lower in Word Concreteness and higher in Syntactic Simplicity and Referential Cohesion (marginally), they were (unlike texts) more narrative-like (rather than less), and higher in Deep Cohesion compared to the humanities lectures. There are a number of differences between the previous work and the current study that could explain variations across studies. The most salient difference of course is that previous studies (Graesser et al., 2011, 2014; McNamara, 2013) focused on texts within the TASA corpus which, in the language arts classification, included actual narratives. Thus, in a comparison between language arts and natural sciences, we would expect Narrativity to be higher in the former (as was observed in that
work; Graesser et al., 2011, McNamara, 2013). In the humanities lectures used here, there were no actual narratives (the only exception being proportionally small parts of lectures where lecturers read literally excerpts, poems, etc.). In other words, all of the lectures were “informational”, talking about narratives rather than the telling of stories or other forms of narrative. Thus, in the present sample, the intent of the authors (i.e., lecturers) is more homogenous and academic than in previous work. Critically, despite this homogeneity we still observed evidence for compensation and a pattern largely consistent with previous research in texts. In addition, our results indicated that natural science lectures were higher in formality, compared to the humanities lectures. Previous research (Graesser et al., 2014; Li et al., 2013) has reported similar results when texts in different genres were analyzed. For example, language arts texts were less formal compared to natural science texts. Our results support the idea that formality can be used as a singular Coh-Metrix dimension of text difficulty (Graesser et al., 2014). With respect to a singular dimension of difficulty, our measure of overall ease (i.e., the average of all component scores) also yielded interesting patterns both across academic discipline and within lecture. In particular, the natural sciences were higher in overall ease than the humanities, despite the use of more abstract, less familiar, and less meaningful words, and there was no change in overall ease across time in the lecture, again despite the more frequent use of abstract, less familiar, and less meaningful words as time into the lecture increased. As noted in the introduction one way of conceptualizing linguistic compensation within an educational context is to suggest that instructors are using it to stay within an optimal zone of comprehension difficulty (i.e., not too easy, not too hard, e.g., Graesser et al., 2014; McNamara et al., 2014; Wolfe et al., 1998). In this sense, if individuals are compensating for the difficult content (as measured by the Word Concreteness principal component), then this effort in a
linguistic (and Coh-Metrix) sense was largely successful (i.e., the less concrete natural sciences were “easier” overall and there was no change, despite the decreasing concreteness, in ease across the lecture). Future work exploring these composite measures will provide a better understanding of the extent to which they index meaningful aspects of discourse.

The present study has also directly tested the implied causal relations between variations in Coh-Metrix dimensions reported in previous investigations (Graesser et al., 2011; McNamara, 2013). Our results clearly supported the need for such analysis when testing the compensation account of linguistic patterns across genre/academic disciplines. For example, in the present study the natural science lectures had more difficult content and were more cohesive compared to the humanities lectures, a pattern of means consistent with the compensation account (e.g., the use of more abstract words is compensated for by using more cohesive language). However, we found no evidence (beyond the marginally significant pattern of means) that would support such an interpretation for the Referential Cohesion component. For example, the difference between academic disciplines in Referential Cohesion was not due to the differences between academic disciplines in Word Concreteness. Furthermore, after controlling for academic discipline there was no correlation between Referential Cohesion and Word Concreteness. This failure to find evidence of compensation in terms of Referential Cohesion is interesting theoretically given the claim that such compensation exists in texts (Graesser et al., 2011; McNamara, 2013).

There exist a number of potential explanations for this putative difference in results for Referential Cohesion. First, there may be no difference at all in the sense that if the mediation analyses performed here could have been conducted in previous studies, evidence for compensation with respect to Referential Cohesion would not have been found in text. Second, it is possible that the Referential Cohesion principal component is easier to manipulate in written
than in oral discourse or that the Referential Cohesion subcomponents behave differently across spoken and written registers (i.e., there is a difference across medium). Print differs from oral discourse by allowing the author to edit text rather than constructing the text extemporaneously. Interestingly, when student writing is time-pressured and the possibility of editing limited, cohesion has a diminished role in analysis (McNamara, Crossley, & McCarthy, 2010). Third, the difference reflects, in some manner, the use of actual narratives in the analysis of texts versus the focus here on informational discourse. Future research that can more directly assess differences between written and oral instruction is needed to address this question.

Implications for the Coh-Metrix Principal Components

The present research focused on five of the Coh-Metrix principal components (Word Concreteness, Narrativity, Deep Cohesion, Referential Cohesion, and Syntactic Simplicity). While our goal was not to evaluate these components, the subcomponent analysis revealed both support for the components and a potential challenge, specifically for the Referential Cohesion principal component. The results of our analysis revealed that, in general, principal components’ subcomponents correlated with Word Concreteness in the direction expected by the Word Concreteness driven compensatory account (which is also the direction of the overall zero-order correlation between Word Concreteness and the principal components). This was generally true for the Narrativity, Syntactic Simplicity and the Deep Cohesion subcomponents. However, in the case of the Referential Cohesion subcomponents, about half did not correlate with Word Concreteness in the expected direction (i.e., argument, stem, noun and LSA overlap measures) and about half did (i.e., content word overlap, type-token ratio, LSA given/new and lexical diversity). Importantly, as is evident in Table 11, it does not appear to be the case that some components correlate in the expected direction and others are simply uncorrelated, rather it
appears that some components are correlated in one direction and others in the opposite direction. This of course does not imply that the Referential Cohesion principal component should not be considered when exploring linguistic compensation. One possible explanation is that the subcomponents that make up the Referential Cohesion principal component behave differently in written versus oral discourse (the principal components were generated using written text; Graesser et al., 2011). Clearly, more work is needed to better understand the apparent heterogeneity of the Referential Cohesion principal component in oral discourse. In addition, it seems clear that when investigating the Coh-Metrix components, it is important to also assess the behavior of the subcomponents.

Even though some of our results indicated potential difficulties with one of the principal components in Coh-Metrix, overall the present investigation further supports the utility of such an approach. Specifically, the other principal components behaved in a systematic fashion (and as analysis of the subcomponents indicate, in a rather homogenous manner) and afforded a number of important insights into potential linguistic sources of lecture difficulty. It is also important to note that while the present investigation has relied heavily on the Coh-Metrix principal components, the notion of linguistic compensation is certainly not tied to this particular grouping of variables. For example, a researcher could, instead, select individual variables (e.g., word concreteness, sentence length, incidence of causal connectives, lexical diversity, verb incidence) and conduct similar analyses without the theoretical commitments made within the Coh-Metrix framework. The subcomponents analysis suggests that the patterns would be largely the same although it could reveal further nuances obscured by collapsing across multiple linguistic variables. For example, such an approach might be helpful in better understanding linguistic compensation with respect to the Referential Cohesion subcomponent (i.e., some of the
subcomponents do correlate in the expected direction with Word Concreteness) and negative
relation between Word Concreteness and Narrativity that would be expected to positively
correlated.

Variations in Time in Lectures

Previous research (Lightman et al., 2007) suggested that text difficulty, indexed by
Flesch Kincaid Grade Level, increased across chapters in history and science textbooks, while
cohesion remained unchanged. In a similar vein, our analyses of the changes in principal
components across time in lectures revealed that lecture ease (as indexed by Word Concreteness)
decreased as a function of time. Interestingly, and consistent with the Word Concreteness driven
compensation account, this decrease in Word Concreteness (i.e., word concreteness,
meaningfulness, and imageability) across time in the lecture was accompanied by an increase in
Syntactic Simplicity. To our knowledge this is the first demonstration of such linguistic
variations within a lecture. Interestingly, on the other side of the lectern, researchers also find
variations over time. In particular, as time increases mind wandering increases and memory for
the material presented decreases (Farley, Risko, & Kingstone, 2013; Risko, Anderson, Sarwal,
Engelhardt, & Kingstone, 2012; Risko, Buchanan, Medimorec, & Kingstone, 2013). While this
pattern has typically been attributed to a failing in the attentional system of the student, it is
interesting to consider the potential contribution of variations in the difficulty of the discourse to
student’s attention. For example, one explanation for the increase in mind wandering over time
in a lecture is that students’ situation model of the lecture breaks down and as a result students
disengage (Risko et al., 2013; Smallwood, Fishman, & Schooler, 2007; Smallwood, 2011). A
decrease in Word Concreteness over time (that is not compensated for) would arguably increase
the likelihood of a situation model breaking down. In addition, it will be important to consider, in
future work, how subtle cues from the audience (i.e., the students) might modify lecturer language (e.g., do they simplify their language when student’s look puzzled. A deeper understanding of the interaction between student and lecturer could be provided through combining the types of analyses here with paradigms developed to explore mind wandering.

**Potential Mechanisms Underlying Linguistic Compensation**

According to previous research (e.g., Graesser et al., 2011, 2014; McNamara, 2013), authors of texts purposefully engage in compensating linguistic behavior because of their epistemic stance toward the intended audience. The results of the present investigation suggest that lecturers, similarly to authors of texts, offset content difficulty by varying different components of discourse. This compensation behavior can be considered a kind of metalinguistic act. According to Tunmer, Herriman, and Nesdale (1998), individuals rely on metalinguistic ability to “reflect on and manipulate the structural features of spoken language” (p.136) and this ability relies on controlled processing. In the case of lecturers this deliberate manipulation could come at the time of the preparation of lecture, and/or as a response to students during a lecture. On this account, the compensation patterns found reflect a deliberate manipulation of discourse by authors of texts and lecturers. For example, provided that novel information (i.e., lecture content) requires more cognitive resources compared to the familiar information (Graesser & McNamara, 2011), lecturers may simplify discourse in order to accommodate students’ (perceived) processing limitations. Arguably, engaging in this kind of intentional compensatory linguistic behavior based on controlled processing might be much harder in the oral discourse context, compared to writing given the temporal demands. Nevertheless, the present investigation clearly suggests lecturers do so. This account of the linguistic patterns observed here makes a number of testable predictions. For example, if compensation is a controlled
process, it should itself be subject to capacity limitations. In addition, if compensation represents a kind of metalinguistic act, then manipulations of the lecturer’s metacognitive knowledge (e.g., prior knowledge of audience) should influence the compensatory behavior. In a similar vein, to the extent that linguistic compensation reflects a strategic act under the control of the instructor we might also expect variation across language or culture to influence the extent to which lecturers compensate. While on this topic, it is worth stressing that our corpus consisted of lecture transcripts from three US universities. Whether the compensatory patterns reported here represent idiosyncrasies of instructional English language and/or the US educational system, or they generalize broadly remains a question for future investigation.

A different account of the linguistic patterns observed here is that they are a byproduct of demands on production. In other words, the increased computational demands on selection, or planning discourse, likely associated with talking about difficult concepts (e.g., more abstract) might itself constrain the complexity of the utterance. Previous studies have demonstrated that increased cognitive load affects language production. For example Müller et al. (2001) reported that speakers’ utterances shortened with increases in cognitive load. Interestingly, the increased cognitive load did not have a large effect on content quality (as assigned by four independent raters). If the use of more abstract concepts in lectures increases the cognitive load on the lecturer, then this might, for example, force the speaker to adopt simpler syntax. This account would not require the lecturer to adopt an “epistemic stance” toward their audience or intentionally enact any efforts to “compensate” for difficulties. Rather, the observed compensatory linguistic behavior would “fall out” of the cognitive limitations of the lecturer (i.e., they are compensating for their own cognitive limitations rather than that of the audience).
In a similar vein, Dual Coding Theory (DCT; Paivio, 1971, 1986; Clark & Paivio, 1991; Sadoski & Paivio, 2013) might also be used to explain the apparent compensatory linguistic behavior. DCT argues for the existence of two separate but interacting cognitive systems in language processing and composition, a verbal system and a nonverbal (imagery) system. Thus, a verbal representation can potentially be associated with the other concepts within the verbal system, while also being linked with the corresponding nonverbal representations (i.e., images). In the context of the Word Concreteness driven linguistic compensation, concrete language (as opposed to abstract language) is more likely to evoke both the associated verbal representations and imagery. In this case, the images would offer another source of content (in addition to linguistic information). On the other hand, the more abstract content relies heavily on verbal strategies, since the number of referential (i.e., word to image) connections is limited (the lack of object referents). Indeed, in previous studies participants consistently reported using mental imagery while defining concrete words, and a verbal strategy while defining the abstract words (e.g., Sadoski & Goetz, 1998). As a result, and as demonstrated by the previous research, concrete words generate more voluble definitions compared to abstract words (Reynolds & Paivio, 1968; Sadoski et al., 1997, 2003). For example, definitions of concrete words had shorter latencies (i.e., began sooner), were longer, and used more modifiers per sentence compared to definitions of abstract words. Similarly, our results indicate that the more concrete language in humanities had higher noun incidence and more modifiers per noun phrase (i.e., lower Narrativity), more lexically diverse language (i.e., lower Referential Cohesion), and longer sentences (i.e., lower Syntactic Simplicity) than the more abstract language in natural sciences. Thus, the apparent offsetting patterns reported here could reflect interactions between verbal and imagistic sources of information in oral composition.
Of course, these two potential mechanisms (controlled process vs. a natural byproduct of language production) are not mutually exclusive and it is possible that a combination of both can be used to explain linguistic compensation in lectures.

**Conclusion**

In conclusion, the current study represents one of the first broad tests of the existence of linguistic compensation in the context of oral discourse. Previous studies explored qualitative patterns of text principal components across genres/academic disciplines (e.g., Graesser et al., 2011, 2014; McNamara 2013), and the present investigation has expanded this analysis to oral discourse in lectures and provided more direct tests of the compensation account. Results strongly suggest that linguistic compensation for sources of difficulty in discourse represents a common feature of language use in instructional contexts.
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Footnotes

1. Qualitatively similar patterns were observed when we compared humanities and natural sciences within Yale lectures and within MICASE lectures.

2. When we performed a series of mediation analyses on Yale and MICASE lectures only, we observed qualitatively similar patterns. Moreover, Word Concreteness correlated negatively with the other principal components (with the exception of Referential Cohesion) in the Yale natural science lectures, MIT natural science lectures and MICASE natural science lectures.

3. Given the number of correlations conducted to support this analysis (and the resulting family-wise error rate) we choose to focus qualitatively on direction of the correlation rather than on the significance or lack thereof of a given correlation.

4. Flesch Kincaid Reading Ease increased across lecture intervals (.33 [.05, .61]), \( t(39) = 2.40, SEM = .005, p = .021, d = .38 \). Moreover, the Word Concreteness principal component correlated negatively with the Flesch Kincaid Reading Ease, \( r(52) = -.71, p < .001 \).
Table 1

*Correlations among principal components.*

<table>
<thead>
<tr>
<th>All Lectures</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Word Concreteness</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Narrativity</td>
<td>-.64**</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Deep Cohesion</td>
<td>-.60**</td>
<td>.50**</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Referential Cohesion</td>
<td>-.35*</td>
<td>.52**</td>
<td>.30*</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>5 Syntactic Simplicity</td>
<td>-.66**</td>
<td>.30*</td>
<td>.41**</td>
<td>.08</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Humanities</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Word Concreteness</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Narrativity</td>
<td>-.53**</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Deep Cohesion</td>
<td>-.24</td>
<td>.46*</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Referential Cohesion</td>
<td>-.29</td>
<td>.61**</td>
<td>.30</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>5 Syntactic Simplicity</td>
<td>-.09</td>
<td>-.17</td>
<td>-.08</td>
<td>-.41*</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Natural Sciences</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Word Concreteness</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Narrativity</td>
<td>-.43*</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Deep Cohesion</td>
<td>-.55**</td>
<td>.23</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Referential Cohesion</td>
<td>.10</td>
<td>.13</td>
<td>-.05</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>5 Syntactic Simplicity</td>
<td>-.68**</td>
<td>.22</td>
<td>.39**</td>
<td>-.08</td>
<td>-</td>
</tr>
</tbody>
</table>

*Note.* *p < .05, **p < .001.


Table 2

*Means and 95% confidence intervals [in square brackets] for the descriptive indices (mean values), principal components (z-scores) and composite measures (z-scores) across the humanities and the natural science lectures*

<table>
<thead>
<tr>
<th>Measure</th>
<th>Humanities</th>
<th>Natural Sciences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Words +</td>
<td>5622 [5301, 5943]</td>
<td>5383 [5061, 5704]</td>
</tr>
<tr>
<td>Number of Sentences</td>
<td>268 [245, 291]</td>
<td>324 [301, 346]</td>
</tr>
<tr>
<td>Words Per Sentence</td>
<td>21.6 [20.1, 23.0]</td>
<td>17.4 [16.0, 18.8]</td>
</tr>
<tr>
<td>Word Concreteness</td>
<td>-0.88 [-1.10, -.65]</td>
<td>-1.93 [-2.15, -1.70]</td>
</tr>
<tr>
<td>Narrativity</td>
<td>.39 [.26, .52]</td>
<td>.80 [.63, .89]</td>
</tr>
<tr>
<td>Deep Cohesion</td>
<td>.71 [.49, .93]</td>
<td>1.33 [1.11, 1.54]</td>
</tr>
<tr>
<td>Referential Cohesion</td>
<td>-.05 [-.20, .10]</td>
<td>.32 [.18, .47]</td>
</tr>
<tr>
<td>Syntactic Simplicity</td>
<td>-.13 [-.30, .03]</td>
<td>.44 [.28, .60]</td>
</tr>
<tr>
<td>Overall Ease</td>
<td>.01 [-.06, .07]</td>
<td>.19 [.12, .25]</td>
</tr>
<tr>
<td>Formality</td>
<td>.26 [.19, .33]</td>
<td>.48 [.41, .54]</td>
</tr>
</tbody>
</table>

+ = Yale and MIT lectures only.
Table 3

Mediation analyses: Word Concreteness as the mediator of the relation between academic discipline (the predictor) and the other principal components (i.e., Narrativity, Deep Cohesion, Referential Cohesion, and Syntactic Simplicity), controlled for academic institution (dummy coded)

<table>
<thead>
<tr>
<th>The Outcome</th>
<th>Unstandardized regression coefficients</th>
<th>Indirect Effect</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>Narrativity</td>
<td>-.74**</td>
<td>-.32**</td>
<td>.26*</td>
</tr>
<tr>
<td>Deep Cohesion</td>
<td>-.74**</td>
<td>-.47*</td>
<td>.37†</td>
</tr>
<tr>
<td>Referential Cohesion</td>
<td>-.74**</td>
<td>-.01</td>
<td>.26†</td>
</tr>
<tr>
<td>Syntactic Simplicity</td>
<td>-.74**</td>
<td>-.20†</td>
<td>.35*</td>
</tr>
</tbody>
</table>

Note: * p < .05, ** p < .001, † p < .10 level
Table 4

The relation between academic discipline (the predictor) and Word Concreteness mediated by the other individual principal components (i.e., Narrativity, Deep Cohesion, and Syntactic Simplicity), controlled for academic institution (dummy coded)

<table>
<thead>
<tr>
<th>The Mediator</th>
<th>Unstandardized regression coefficients</th>
<th>Indirect Effect</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>Narrativity</td>
<td>.26*</td>
<td>-.72**</td>
<td>-.74**</td>
</tr>
<tr>
<td>Deep Cohesion</td>
<td>.37†</td>
<td>-.40*</td>
<td>-.74**</td>
</tr>
<tr>
<td>Syntactic Simplicity</td>
<td>.35*</td>
<td>-.36†</td>
<td>-.74**</td>
</tr>
</tbody>
</table>

Note: *p < .05, **p < .001, †p < .10 level
Table 5

*Word Concreteness as the mediator of the relation between academic discipline and the other principal components (i.e., Narrativity, Deep Cohesion, and Syntactic Simplicity), controlled for the remaining principal components (other than the mediator and the outcome), Referential Cohesion, and academic institution (dummy coded)*

<table>
<thead>
<tr>
<th>The Outcome</th>
<th>Unstandardized regression coefficients</th>
<th>Indirect Effect</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>Narrativity</td>
<td>-.47*</td>
<td>-.30*</td>
<td>.11</td>
</tr>
<tr>
<td>Deep Cohesion</td>
<td>-.44**</td>
<td>-.38*</td>
<td>.15</td>
</tr>
<tr>
<td>Syntactic Simplicity</td>
<td>-.51*</td>
<td>-.21†</td>
<td>.39*</td>
</tr>
</tbody>
</table>

Note: *p < .05, **p < .001, †p < .10 level
Table 6

The relation between academic discipline (the predictor) and Word Concreteness (the outcome) mediated by the other individual principal components (i.e., Narrativity, Deep Cohesion, and Syntactic Simplicity), controlled for the remaining principal components (other than the mediator and the outcome), Referential Cohesion, and academic institution (dummy coded)

<table>
<thead>
<tr>
<th>The Mediator</th>
<th>Unstandardized regression coefficients</th>
<th>Indirect Effect</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>Narrativity</td>
<td>.11</td>
<td>-.66*</td>
<td>-.47*</td>
</tr>
<tr>
<td>Deep Cohesion</td>
<td>.14</td>
<td>-.25*</td>
<td>-.44*</td>
</tr>
<tr>
<td>Syntactic Simplicity</td>
<td>.39*</td>
<td>-.29†</td>
<td>-.51**</td>
</tr>
</tbody>
</table>

Note: * p < .05, ** p < .001, † p < .10 level
Table 7

Syntactic Simplicity as the mediator of the relation between academic discipline and the other principal components (i.e., Narrativity, Deep Cohesion, and Referential Cohesion), controlled for academic institution (dummy coded)

<table>
<thead>
<tr>
<th>The Outcome</th>
<th>Unstandardized regression coefficients</th>
<th>Indirect Effect</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>Narrativity</td>
<td>.35*</td>
<td>-.04</td>
<td>.26*</td>
</tr>
<tr>
<td>Deep Cohesion</td>
<td>.35*</td>
<td>.23*</td>
<td>.37†</td>
</tr>
<tr>
<td>Referential Cohesion</td>
<td>.35*</td>
<td>-.33*</td>
<td>.26†</td>
</tr>
</tbody>
</table>

Note: * p < .05, ** p < .001, † p < .10 level
Table 8

*Partial Correlations between Narrativity subcomponents and Word Concreteness*

<table>
<thead>
<tr>
<th>Measure</th>
<th>Partial Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syllables per Word -</td>
<td>.45†</td>
</tr>
<tr>
<td>Noun Incidence -</td>
<td>.68†</td>
</tr>
<tr>
<td>Verb Incidence +</td>
<td>-.10†</td>
</tr>
<tr>
<td>Adjective Incidence -</td>
<td>.35†</td>
</tr>
<tr>
<td>Adverb Incidence +</td>
<td>-.54†</td>
</tr>
<tr>
<td>Pronoun Incidence +</td>
<td>-.39†</td>
</tr>
<tr>
<td>First Person Pronoun Incidence +</td>
<td>-.53†</td>
</tr>
<tr>
<td>Third Person Pronoun Incidence +</td>
<td>.46</td>
</tr>
<tr>
<td>Word Frequency (logarithm) +</td>
<td>-.24†</td>
</tr>
<tr>
<td>Content Word Frequency +</td>
<td>-.49†</td>
</tr>
<tr>
<td>Age of Acquisition -</td>
<td>-.38</td>
</tr>
<tr>
<td>Minimum Word Frequency per Sentence +</td>
<td>-.46†</td>
</tr>
<tr>
<td>Word Familiarity +</td>
<td>-.15†</td>
</tr>
<tr>
<td>Negation Density +</td>
<td>-.13†</td>
</tr>
<tr>
<td>Modifiers per Noun Phrase, Mean -</td>
<td></td>
</tr>
<tr>
<td>Passive Constructions Density -</td>
<td>.46†</td>
</tr>
</tbody>
</table>

*Note.* † = Consistent direction of correlation. Partial correlation = Controlled for academic discipline. A plus (+) or minus (−) designate direction of loading on principal component. Because of the overall negative correlation between Word Concreteness and Narrativity, the subcomponents with positive loading are expected to correlate negatively with Word Concreteness, while the subcomponents with negative loading are expected to correlate positively with Word Concreteness.
Table 9

*Correlations between Deep Cohesion subcomponents and Word Concreteness*

<table>
<thead>
<tr>
<th>Measure</th>
<th>Partial Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connectives Incidence +</td>
<td>-.16†</td>
</tr>
<tr>
<td>Causal Connectives Incidence +</td>
<td>-.46†</td>
</tr>
<tr>
<td>Temporal Connectives Incidence +</td>
<td>-.19†</td>
</tr>
<tr>
<td>Logical Connectives Incidence +</td>
<td>-.52†</td>
</tr>
<tr>
<td>Causal Cohesion +</td>
<td>-.31†</td>
</tr>
<tr>
<td>Intentional Cohesion +</td>
<td>-.04†</td>
</tr>
</tbody>
</table>

*Note.* † = Consistent direction of correlation.

Partial correlation = Controlled for academic discipline.

A plus (+) or minus (−) designate direction of loading on principal component.

Because of the overall negative correlation between Word Concreteness and Deep Cohesion, the subcomponents with positive loading are expected to correlate negatively with Word Concreteness, while the subcomponents with negative loading are expected to correlate positively with Word Concreteness.
Table 10

*Correlations between Syntactic Simplicity subcomponents and Word Concreteness*

<table>
<thead>
<tr>
<th>Measure</th>
<th>Partial Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal Verb Incidence +</td>
<td>-.26&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>Intentional Verb Incidence +</td>
<td>-.28&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>Words per Sentence -</td>
<td>.48&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>Words Before Main Verb of Main Clause -</td>
<td>.44&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
<tr>
<td>Syntactic Similarity +</td>
<td>-.34&lt;sup&gt;†&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

*Note.* † = Consistent direction of correlation.
Partial correlation = Controlled for academic discipline.
A plus (+) or minus (−) designate direction of loading on principal component.
Because of the overall negative correlation between Word Concreteness and Syntactic Simplicity, the subcomponents with positive loading are expected to correlate negatively with Word Concreteness, while the subcomponents with negative loading are expected to correlate positively with Word Concreteness.
Table 11

Correlations between Referential Cohesion subcomponents and Word Concreteness

<table>
<thead>
<tr>
<th>Measure</th>
<th>Partial Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Word Overlap, Adjacent Sentences +</td>
<td>-.34†</td>
</tr>
<tr>
<td>Content Word Overlap, All Sentences +</td>
<td>-.31†</td>
</tr>
<tr>
<td>Argument Overlap, Adjacent Sentences +</td>
<td>.37</td>
</tr>
<tr>
<td>Argument Overlap, All Sentences +</td>
<td>.34</td>
</tr>
<tr>
<td>Noun Overlap, Adjacent Sentences +</td>
<td>.47</td>
</tr>
<tr>
<td>Stem Overlap, All Sentences +</td>
<td>.55</td>
</tr>
<tr>
<td>Type-Token Ratio -</td>
<td>.50†</td>
</tr>
<tr>
<td>Lexical Diversity, All Words</td>
<td>.58†</td>
</tr>
<tr>
<td>Lexical Diversity, Verb Cohesion</td>
<td>-.25</td>
</tr>
<tr>
<td>LSA, Given/New +</td>
<td>-.10†</td>
</tr>
<tr>
<td>LSA Overlap, Adjacent Sentences +</td>
<td>.25</td>
</tr>
<tr>
<td>LSA Overlap, All Sentences +</td>
<td>.24</td>
</tr>
</tbody>
</table>

Note. † = Consistent direction of correlation.
Partial correlation = Controlled for academic discipline.
A plus (+) or minus (–) designate direction of loading on principal component.
Because of the overall negative correlation between Word Concreteness and Referential Cohesion, the subcomponents with positive loading are expected to correlate negatively with Word Concreteness, while the subcomponents with negative loading are expected to correlate positively with Word Concreteness.
Table 12

*Mean values of descriptive measures, principal components and composite measures across intervals, Yale and MIT lectures only.*

<table>
<thead>
<tr>
<th>Measure</th>
<th>Interval</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Words</td>
<td>1</td>
<td>677</td>
<td>691</td>
<td>703</td>
<td>700</td>
<td>693</td>
<td>682</td>
<td>705</td>
</tr>
<tr>
<td>Number of Sentences</td>
<td>2</td>
<td>36.7</td>
<td>37.8</td>
<td>38.6</td>
<td>39.7</td>
<td>37.6</td>
<td>39.7</td>
<td>40.0</td>
</tr>
<tr>
<td>Words per Sentence</td>
<td>3</td>
<td>20.3</td>
<td>19.9</td>
<td>19.6</td>
<td>19.0</td>
<td>19.7</td>
<td>18.6</td>
<td>18.7</td>
</tr>
<tr>
<td>Word Concreteness</td>
<td>4</td>
<td>-1.27</td>
<td>-1.35</td>
<td>-1.33</td>
<td>-1.41</td>
<td>-1.38</td>
<td>-1.35</td>
<td>-1.42</td>
</tr>
<tr>
<td>Narrativity</td>
<td>5</td>
<td>.55</td>
<td>.61</td>
<td>.69</td>
<td>.62</td>
<td>.59</td>
<td>.64</td>
<td>.54</td>
</tr>
<tr>
<td>Deep Cohesion</td>
<td>6</td>
<td>1.00</td>
<td>.77</td>
<td>.99</td>
<td>.88</td>
<td>.94</td>
<td>1.17</td>
<td>1.06</td>
</tr>
<tr>
<td>Referential Cohesion</td>
<td>7</td>
<td>.05</td>
<td>.02</td>
<td>.08</td>
<td>-.01</td>
<td>-.02</td>
<td>.02</td>
<td>-.07</td>
</tr>
<tr>
<td>Syntactic Simplicity</td>
<td>8</td>
<td>-.27</td>
<td>-.14</td>
<td>-.13</td>
<td>-.05</td>
<td>-.15</td>
<td>-.05</td>
<td>-.03</td>
</tr>
<tr>
<td>Overall Ease</td>
<td></td>
<td>.02</td>
<td>-.005</td>
<td>.09</td>
<td>.02</td>
<td>-.01</td>
<td>.07</td>
<td>-.01</td>
</tr>
<tr>
<td>Formality</td>
<td></td>
<td>.42</td>
<td>.35</td>
<td>.39</td>
<td>.36</td>
<td>.37</td>
<td>.37</td>
<td>.35</td>
</tr>
</tbody>
</table>
Table 13

Regression Analyses, individual subcomponents as the indicators of linguistic compensation, with academic discipline (0 = humanities vs. 1 = natural sciences) as the predictor, and the subcomponents as the outcome, controlled for academic institution (dummy coded)

<table>
<thead>
<tr>
<th>Measure</th>
<th>B</th>
<th>SE</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word Concreteness composite</td>
<td>-14.43</td>
<td>3.88</td>
<td>-3.73</td>
<td>.000</td>
</tr>
<tr>
<td>Causal connectives incidence</td>
<td>4.40</td>
<td>1.87</td>
<td>2.36</td>
<td>.022</td>
</tr>
<tr>
<td>Content word overlap - all sentences</td>
<td>.01</td>
<td>.005</td>
<td>2.84</td>
<td>.007</td>
</tr>
<tr>
<td>FKGL</td>
<td>-1.58</td>
<td>.60</td>
<td>-2.16</td>
<td>.012</td>
</tr>
<tr>
<td>MTLD</td>
<td>-6.28</td>
<td>2.68</td>
<td>-2.34</td>
<td>.023</td>
</tr>
<tr>
<td>Modifiers per noun</td>
<td>-.06</td>
<td>.02</td>
<td>-2.32</td>
<td>.025</td>
</tr>
<tr>
<td>Noun incidence</td>
<td>-23.32</td>
<td>6.63</td>
<td>-3.52</td>
<td>.001</td>
</tr>
<tr>
<td>Passive voice incidence</td>
<td>-.96</td>
<td>.40</td>
<td>-2.78</td>
<td>.008</td>
</tr>
<tr>
<td>TTR</td>
<td>-.07</td>
<td>.01</td>
<td>-4.74</td>
<td>.000</td>
</tr>
</tbody>
</table>

Note. FKGL = Flesch-Kincaid Grade Level; MTLD = Measure of Textual Lexical Diversity; TTR = Type-Token Ratio.
Table 14

Mediation Analyses: Average word concreteness/meaningfulness/imageability as the mediator of the relation between academic discipline and the individual subcomponents, controlled for academic institution (dummy coded)

<table>
<thead>
<tr>
<th>The Outcome</th>
<th>Unstandardized regression coefficients</th>
<th>Indirect Effect</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>Causal connectives</td>
<td>-14.4**</td>
<td>-.19*</td>
<td>4.40*</td>
</tr>
<tr>
<td>Cont. word overlap</td>
<td>-14.4**</td>
<td>-.0004*</td>
<td>.01*</td>
</tr>
<tr>
<td>FKGL</td>
<td>-14.4**</td>
<td>.04*</td>
<td>-1.58*</td>
</tr>
<tr>
<td>MTLD</td>
<td>-14.4**</td>
<td>.29*</td>
<td>-6.28*</td>
</tr>
<tr>
<td>Modifiers per noun</td>
<td>-14.4**</td>
<td>.003</td>
<td>-.06*</td>
</tr>
<tr>
<td>Noun incidence</td>
<td>-14.4**</td>
<td>1.16**</td>
<td>-23.3**</td>
</tr>
<tr>
<td>Passive voice</td>
<td>-14.4**</td>
<td>.03†</td>
<td>-.96**</td>
</tr>
<tr>
<td>TTR</td>
<td>-14.4**</td>
<td>.001*</td>
<td>-.07**</td>
</tr>
</tbody>
</table>

Note: *p < .05, **p < .001, †p < .10 level
Figure 1. Differences between the principal components’ mean z-scores in the humanities and the natural sciences lectures (difference = humanities – natural sciences). Error bars indicate the 95% confidence intervals. Bars above the horizontal axis indicate that the natural sciences are “easier” than the humanities lectures and bars below the horizontal axis indicate that humanities are “easier” than the natural sciences.
Figure 2. The principal components’ mean slopes relating time into lecture and the five Coh-Metrix principal components. Error bars indicate the 95% confidence intervals.
Figure 3. Mean values of Word Concreteness and Syntactic Simplicity across lecture intervals. Error bars indicate the 95% Loftus and Masson (1994) confidence intervals.